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Abstract

Object-oriented programming has become quite widespread in recent years, although there are few guidelines to help us distinguish when a system is “truly” object-oriented or not. In this paper we discuss what have emerged as the main concepts in the object-oriented approach, and we attempt to motivate these concepts in terms of how they aid in software development.

1 Introduction

There is much confusion about the term “object-oriented”, which it appears can be applied to anything from an operating system to an interface for a text editor. Although there are a number of things the term normally brings to mind, there is no clear way of telling whether system A is “really” object-oriented, and system B is not.

In this paper we will discuss a number of object-oriented “concepts”, and put forward the hypothesis that object-orientation is an approach rather than a specific set of language constructs. In fact, one can probably use an arbitrary programming language and still write in an object-oriented style. However, object-oriented programming languages do exist with built-in constructs that support (or enforce) this style of programming.

The principle that is fundamental to the object-oriented approach is encapsulation, or more precisely, data abstraction: an “object” packages an entity (data) and the operations that apply to it. In its most basic form we may have a module of a program consisting of a number of static variables together with the set of procedures that are used to manipulate the variables. In general, those variables are “private”: the object is defined by its behaviour, not its representation. So if I have an object called “Jaguar”, I do not change its colour by modifying its “colour” variable, but by executing an operation such as “paint”.

The notion of data abstraction is especially useful if one can apply it to multiple instances of an object “type”. A language like Fortran provides a fixed set of data types, such as integers and real numbers, each of which supports a number of operations (addition, subtraction ...). Languages like C and Pascal support the construction of programmer-defined types, one cannot define new type-specific operations. Object-oriented languages enable the programmer to create his (or her) own object types. Each object is then an instance of some type, and supports the operations (called methods) that are defined for that type. (The word “class” is often used interchangeably with the word “type” when talking about objects, however, it is more precise to think of an object class as the set of instances of an object type.)

Object “independence” is the notion that each object is ultimately responsible for itself. Objects can only be manipulated via their methods.
Supporting this idea of object independence is a model for object communication which replaces the notion of operating on objects with that of passing messages to them. Every method invocation is seen as a message requesting the object to perform some action. The method is (conceptually) not performed by the caller, but by the object receiving the message. It follows, then, that the recipient of such a message is, in some sense, free to refuse the request, or choose from a variety of possible implementations of the method.

Classes of objects may not be disjoint. Object types may form a hierarchy in which a subtype "inherits" the methods of one or more parent types. The implementation of the subtype's methods may or may not be inherited from the parent. In fact, one may even have multiple implementations of a single type which only share their interface. By properly organizing such a type hierarchy, one may concentrate on the similarities between objects rather than on their differences.

Fully object-oriented systems have a strong degree of homogeneity. This means that *everything* is an object. One does not distinguish between, say, programs and processes and files and objects — one only has objects, and objects are both active (like processes) and persistent (like files). In particular, the object types (or, more precisely, the type specifications) are objects of the type called "type".

A natural step to take is to map objects to an "actor" model of computation. Simply put, an actor is a cheap, persistent, message-passing process. (The actor formalism as described in [11] is more rigorous, however this simple definition suffices for our purposes.) An actor must be inexpensive because we would like to be able to easily create and destroy them. If there is a one-to-one mapping between actors and objects, then it is clear that we may have many more actors than there are processes in a traditional multiprocessing environment, though at any one time only a few actors will actually be doing anything. The message-passing paradigm supports the notion of actors communicating with one another whether they are running on the same machine or not. If we consider objects to be active entities running "on top of" actors, then we see that the object-oriented approach also provides us with an easy way to understand concurrency, and applications running on a network of machines. At the same time, we note that there are several object-oriented languages and environments that do not support the notion of concurrently executing objects.

The main object-oriented concepts, then, are:

1. Data abstraction.
2. Independence.
4. Inheritance.
5. Homogeneity.
6. Concurrency (some systems).

We shall elaborate on each of these concepts in turn, and attempt to explain their importance.
2 Data abstraction.

By far the most important concept in the object-oriented approach is data abstraction. By this we mean that we are interested in the behaviour of an object rather than in its representation. Every object has a clearly defined interface which is independent of the object’s internal representation. The interface is a collection of operations, or “methods”, which may be invoked by another object.

Furthermore, one may have many instances of an object type. The programmer is not restricted to a fixed set of types, but is free to add new types as required. This capability first appeared in the programming language “Simula” [3], a simulation language in which the programmer was able to define his own “classes” of objects (i.e., corresponding to the real objects one wished to model).

A type definition looks very much like a module: there are a collection of permanent variables that encode the “state” of the object, and a set of methods that use and change that state. A module, however, only defines a single instance, whereas one may have many instances of a new type. In order to make use of an instance of that type, one only needs to know what the interface is, namely, the names of the methods, and the types of the input and output parameters. (Naturally some specification of the semantics of the methods is also required.)

The most immediate benefit of this approach is that the programmer is free to use higher levels of abstraction as appropriate. (I.e., at each level of abstraction one concentrates on that level’s functionality, while hiding the lower-level details of implementation.) One is encouraged to decompose a programming problem into a collection of cooperating objects of varying levels of complexity.

The separation of interface and implementation of a new type means that types are, to some extent, representation-independent. This makes it easier to experiment with different implementations of an object type, and increases the portability of software. It is, however, crucial to design an interface very carefully, since that is the part of an object type that remains stable across different implementations.

A language that allows programmers to define their own types is a natural candidate for strong typing. Type-checking is done as soon as possible, usually at compile-time. (Sometimes one does not know at compile-time what kinds of objects will be manipulated, so one must do explicit type-checking at run-time; for example, a mailbox object may hold various types of mail objects.)

In an object-oriented language, one is typically allowed to use the same method names for a variety of different object types. This is called “overloading”, or polymorphism. For example, one may wish to define addition for complex numbers, and use the symbol “+” as the method name, even though it is already defined for integers. The type of the object to which such a method applies is, in a sense, an implicit argument to the method. Without overloading, one would be forced to define the methods “complex_add”, “integer_add”, and so on. Overloading allows for more readable code. If used in an undisciplined fashion, however, overloading can have quite the opposite effect. (As a grotesque example, consider the use of the symbol “+” as the method name for complex subtraction.)
Well-designed objects are typically applicable in a number of situations. One can therefore expect in an object-oriented environment that most of the object types one defines can be re-used, or, conversely, that when putting together an application, one can find many of the parts one needs already available as pre-defined object types.

3 Independence.

There are several notions of independence displayed by objects. The most fundamental is that objects have control over their own state. An object’s methods are the only interface to its state. Since this is not always guaranteed in languages that enable programmers to add new data types, it is worth emphasizing. Clearly, if one has access to the internal representation of an object, then one loses the property that the implementation is independent of the interface.

Objects also have control over their own existence. Once created, an object will continue to exist (or persist) even if its creator dies. Persistent objects eliminate the need for “files”. One need not be concerned as a programmer with the location of an object in main memory or secondary memory. Ideally, dormant objects automatically “migrate” to passive memory. Garbage collection, however, is compatible with this notion, since an object that is neither active nor accessible is effectively dead already.

Another form of independence is the ability to add new object types at run-time. This is crucial if the object-oriented environment is also the development environment. Otherwise the addition of new types must take place “outside”. If new types are to be added dynamically, then old objects must be capable to talking to instances of the newly-created types. (Compile-time type-checking is clearly not possible for those objects that will talk to objects of types that do not exist yet.)

4 Message-passing paradigm.

Independence of objects is supported conceptually by using message-passing as a model for object communication. In terms of the model it is clear that an object cannot “operate on” another object. The only way an object can interact with the outside world is by sending messages. Consequently, object A “invokes” a method of object B by sending B the message, “please execute this method”.

Assuming all goes well and the message can actually be delivered, B is free to interpret the message as it pleases. It may choose amongst several ways of handling the request, it may delay responding, or it may decide that it does not wish to handle the request at all, and return an exception report. “Returning” is also accomplished by message-passing.

It is important to realize that message-passing is a model for object communication rather than an implementation requirement. In fact, more than one object-oriented language translates message-passing into straightforward procedure calls. This is possible when flow-of-control is single-thread, and no more than one object is “executing” at any time. However, in a concurrent environment where objects are truly active,
“real” message-passing is a natural way in which to implement communication between objects.

Message-passing may be synchronous or asynchronous. Basically, the difference is that with asynchronous message-passing the message is put on a queue, and the sender is immediately free to concentrate on another task (though it usually just waits for a response). With synchronous message-passing, the sender blocks until the message can be delivered, sometimes even until the recipient prepares a response. The problem with asynchronous message-passing is that it is (strictly speaking) impossible to implement, since there is no bound on the size of the message queues. The problem with synchronous message-passing is that it says nothing about the order of arrival of messages when multiple senders compete for a single recipient, and it limits the amount of concurrency by blocking the sender.

Asynchronous message-passing is perhaps more consistent with the idea of object independence, but it is not a pre-requisite for an object-oriented system.

5 Inheritance.

From the point of view of organizing software and reusability of code, the most important mechanism in an object-oriented language is the ability to specialize object types. A specialized type (a subtype) inherits the properties of its parent type, then possibly adds more properties.

A program source, for example, may be seen as a specialization, (or refinement) of a text object. An instance of a subtype responds to all the messages that the parent type understands. The reverse is not true. A subtype inherits the method interfaces of the parent type, but may add new methods that the parent cannot respond to. In addition, a subtype usually inherits the implementation of the parent by default, that is the set of instance variables that encode the state of a parent instance, and the implementations of all of the methods. The subtype could add new instance variables and methods.

A subtype may, however, have a different set of instance variables, and quite different implementations of the inherited methods. For example, real numbers are a refinement of integers, but they are represented and implemented quite differently in a computer.

The set of all object types forms a specialization hierarchy with the type object at the root. With simple inheritance, this hierarchy is a tree.

If multiple inheritance is supported, the hierarchy is, in general, a directed acyclic graph. This means that a subtype may have more than one parent type (but no type can be its own ancestor!). The parent types in this case are called “traits” [7] or “flavours” or “mixins”.

The difference between a trait and a type (if any) is that a trait specifies an interface, but it need not define an implementation. One reason for this is that a trait may not be of interest as a type on its own. Consider for example the trait “ownership”. Such a trait might specify methods for setting the owner of the object, changing ownership, and determining access rights. Ownership is only of interest in conjunction with other properties. An “owned object” would be of little use on its own.
Multiple inheritance increases the reusability of software. Simple inheritance is inadequate for describing many of the useful relationships between object types. Suppose that we would like to have both owned and unowned pieces of text. Similarly we might have owned and unowned graphical objects. (An unowned object might be part of a larger owned object.) The type `owned_text` is a refinement of `text`, and `owned_graphic` is a refinement of `graphic`, but with simple inheritance there is no way to say that the methods pertaining to ownership are to be shared. Multiple inheritance encourages the programmer to define traits that can be combined much more flexibly.

The added flexibility is not without its cost – there are no easy solutions if one wishes to combine two traits that use the same method name to mean different things. Provided there are no naming conflicts, multiple inheritance is an elegant mechanism for aiding in the design of new object types.

Variation of types is another form of inheritance. A new type may be defined as being equivalent to an existing type, adding no new methods. The type definition serves mainly to ensure correct use of objects of that type – type clashes can be detected by the compiler, or at run-time. One would not wish to confuse names of people with names of programs, even though they would both be implemented as strings.

Furthermore, equivalent types may have implementations tailored to a particular environment or usage. Window objects may behave the same on a variety of graphic devices, yet will be implemented in different ways. Similarly one might choose from a variety of implementations of lookup tables with different overhead and performance characteristics, though all are functionally equivalent.

A weak form of “inheritance” is parameterization. A “container” object is an object that manages objects of a given type (or set of types), yet is not concerned with what that type is. When an instance of a container is defined (or created), the type of the contained object should be known. In the definition of the container type, the type of the contained objects is specified as a parameter. For example, one would define an array as an array of a contained type. When declaring an array, one would specify an array of integers, or an array of mail messages. (The array object does not care what it manages, but at some point the compiler needs to know what it will be.)

6 Homogeneity.

In a “fully” object-oriented environment, “everything” is an object. One does not distinguish between programs and objects – objects are the active entities. Object types (or rather the specifications and implementations of object types) are objects too (of type `type`). This is necessary in a complete environment, since a programmer will need to instantiate new types from within the environment.

To say that “everything” is an object is formally attractive, but one must take care. For example, are messages objects? If so, in order to manipulate a message, is it necessary to send it a message? This sort of circularity is normally broken at some level. It is fundamental to the object-oriented model that messages can be sent between objects, without having to define “how” this is done.

More important is the ability to think of instance variables as objects. This enables
a programmer to construct complex objects whose parts are also objects. Again, the
circularity must be broken at some point. Is it really useful to talk about the “parts” of
an integer as objects? What are the instance variables of a single bit? In any case, it is
the behaviour of objects that is crucial, not their representation. We should, therefore,
not feel uncomfortable with the idea that certain basic object types are given, and all
other types are built up from them. There is no need for us to know how the basic
types are implemented.

The principle of homogeneity can be carried even to the level of code. In Smalltalk,
control structures are implemented using objects. A block expression is an object that
can be executed by sending it the message value. Conditional execution is accomplished
by sending an object of type boolean two block expressions, one to be evaluated if the
value of the boolean is true, the other if it is false. Similarly, iteration is accomplished
by sending an integer the message times Repeat:, with a block expression to be executed
as an argument.

Carrying the notion of homogeneity to this degree certainly makes for a very con-
sistent view of the environment, and it means that interpreted (rather than compiled)
code can be understood in terms of communicating objects, but it also means that pro-
grammers may have to change the way they think about problem-solving at even very
low levels. Does it help a programmer to think of the expression:

\[
1 + 2
\]

as “send the message ‘+ 2’ to the object 1”? Probably not. At the same time
it is reassuring that the object-oriented approach is sufficiently powerful to capture
computation at whatever level of abstraction.

7 Concurrency.

The message-passing paradigm of object communication lends itself well to an environ-
ment in which every object is an active entity, i.e., a process. Since there are large
numbers of objects, one must be able to have large numbers of processes (most of which
are normally “asleep”). Furthermore, since objects are persistent, it is desirable that
the processes that implement them be persistent too.

We call such processes actors, after the computational model invented by Hewitt
[11]. The actor formalism can be useful for understanding object interactions. From
a purely practical point of view it is attractive to think of objects being implemented
“on top of” actors. Actors, then, are inexpensive, persistent, message-passing processes.
Objects add structure to the state of an actor, and provide structure to the message-
passing that may take place. (For examples of actors as they appear in a programming
language or an operating system, see [4] or [15].)

Message-passing can be defined in several ways. We have already discussed syn-
chronous and asynchronous message-passing. In addition, an actor may be able to
receive messages at a number of different ports. Ports typically have different priorities,
so that messages sent to a port of high priority will be received before those waiting
at another port. By analogy, people can receive messages by letter or by telephone. Telephone messages have higher priority than letters, though a second telephone call will not interrupt a call in progress.

Multiple ports are not strictly required, though they do provide us with a mechanism for “interrupting” an actor while it is executing.

Even with single-port actors we can model many kinds of object interactions. Object A invoking method M of object B can be easily understood as follows: Object A sends a CALL message to object B. When B receives the message, it prepares a response and sends a RETURN message to A. If there is a problem with A’s call, B sends back an EXCEPTION message instead. Furthermore, if A itself receives other CALL messages before B’s response, those messages are delayed until B returns.

B’s response could also be directed to a separate port of A, thus avoiding the need to delay messages.

B might be acting as an agent for another object C. In that case, B would forward A’s message to C (including the information C needs to send the response). C could then send its response directly to A, rather than through B.

These protocols may be modified to allow, for example, recursion. Suppose that B wants to call some method of A before sending its response. If A delays all calls because it is expecting a response from B, then B’s call will never return. Recursion could be permitted by having A accept calls that it recognizes as originating from its own call to B. A “token” is thus passed around, which A will recognize when it receives a CALL message from B, or another intermediary.

We can model transactions with message-passing as well. A transaction is a sequence of operations on a collection of objects which is performed atomically, that is, either all of the operations are performed, or none of them (in case the sequence is aborted), and the intermediate states are not visible to other objects. Object A would, for example, ask object B to ignore calls from other objects while the transaction is taking place. A would then be guaranteed that B is not seen in an inconsistent state. By analogy, one can imagine the objects involved in a transaction as having a meeting behind closed doors. Anyone who is requested to join the meeting may enter the room, but no one may leave the room until the meeting is adjourned.

Typically one may also “back out” of a transaction – if the meeting is aborted, then the participants return to their state before the meeting started. The CALL/RETURN message-passing protocol is followed as before, except that after returning, each object enters a “ready” state in which it is prepared to either commit or abort. At any time an object taking part in the transaction may issue an ABORT, which causes all participants to back up to a checkpointed state. (This message is broadcast along the already-established CALL/RETURN paths.) If the transaction completes without an abort being issued, the initiator of the transaction commits it by sending a COMMIT message to the participants (again, along the paths that the CALL/RETURN messages took).

Nested transactions are a useful concept (meetings within meetings). Each object would then keep a stack of checkpointed states, one for each nesting level. (Note that it is not necessary to completely save each state, but only those parts that may be
modified in the transaction.) Argus [12] is an example of a programming language that supports both data abstraction and nested transactions.

Deadlock is still a real possibility. Consider two independent meetings, each of which suddenly requires the participation of someone in the other meeting.

Also note that the success of the two-phase commit protocol outlined above assumes reliable message-passing and checkpointing. A real implementation would have to address these issues in an object-oriented environment, as it would in any other setting.

As a final example, we can model triggering of activities by message-passing. Object A may send a SET trigger message to B, that says, "let me know when x happens". Later, when x happens as a result of yet another object making a request of B, B may send a NOTIFY message to A. When A receives the notification it initiates a new activity. A may also UNSET the trigger, telling B that it is no longer interested in x. A general triggering mechanism like this enables applications to know about interesting events without having to poll for them.

The examples given in this section were not intended so much to show what kinds of mechanisms are required for a concurrent object-oriented language or environment, but rather to indicate what the possibilities are, and how easily independent, message-passing objects can be mapped to an actor world. Since message-passing is the only medium for communication, it is also a natural step to map actors, and therefore objects, onto a heterogeneous environment of different processors connected through a network. See [8] for a discussion of similar issues in an environment that supports synchronous message-passing.

8 Concluding remarks.

The fundamental concepts in an object-oriented environment are data abstraction and inheritance. A programmer specifies an interface to a new object type as a collection of methods which can be invoked. Separately, one defines the representation of the object's state, and the implementation of the methods. The methods should be the only acceptable interface to an object.

One must be able to create multiple instances of an object type.

A subtype inherits the methods of its parent type, but not necessarily the implementation of the methods. If multiple inheritance is supported, a subtype may inherit methods from several parent types.

The inheritance mechanism "overloads" methods, since methods apply to objects of different (though usually related) types.

In a fully object-oriented system, types are also objects, and one can instantiate new types at run-time. In a homogeneous design, expressions in the programming language are also objects, as are instance variables of an object's permanent state, and even the messages objects use to communicate with.

If concurrency and distribution are at issue, each object may be an active entity that sits "on top of" a message-passing process, called an "actor".
Examples of fully-integrated languages are Smalltalk [1, 9, 10] and Loops [13]. Smalltalk does not support concurrency, distribution or multiple inheritance, but it does provide a strongly homogeneous view of its language, in which even control structures are objects.

Languages like Ada [2] support data abstraction, but no multiple instantiation or inheritance. It is impossible to add new types at run-time.

Some languages like Lisp and C have been enhanced to give them some object-oriented capabilities, without taking away anything that was in the language before. In the case of Lisp [14], “flavours”, or traits have been added, so that one has both data abstraction and multiple inheritance. With Objective-C, (or its predecessor, OOPC), [5, 6] a pre-processor was written that translates Objective-C object classes into C code, that can then be compiled by a regular C compiler.

These two examples suggest that it is possible to program in an object-oriented “style” without actually using an object-oriented language. In fact, this can be done, though one would then not be able to make full use of inheritance or overloading of operations. Nor would one be able to add types at run-time unless an interpretable language (like Lisp) were used.

As with any other programming style (procedural, applicative, logic-oriented ...), one requires a programming discipline, or methodology. With object-oriented programming, perhaps the most difficult task is deciding how to naturally decompose a problem into objects. How does one design object types (i.e., interfaces) for maximum reusability and applicability?

In summary, the issues addressed by the object-oriented approach are:

1. Maintainability, through the separation of interface and implementation.
2. Reusability, as a function of well-designed general-purpose object types, and through the mechanism of inheritance.
3. Reliability, through strong type-checking
4. Portability, again, through the separation of interface and implementation.
5. Concurrency and distribution, through object independence, and the message-passing communication model.
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