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Abstract

We present a brief summary of various aspects of the electron-cloud effect (ECE) in accelerators.

For further details, the reader is encouraged to refer to the proceedings of many prior workshops, either dedicated to EC or with significant EC contents, including the entire “ECLOUD” series [1–22]. In addition, the proceedings of the various flavors of Particle Accelerator Conferences [23] contain a large number of EC-related publications. The ICFA Beam Dynamics Newsletter series [24] contains one dedicated issue, and several occasional articles, on EC. An extensive reference database is the LHC website on EC [25].

INTRODUCTION

The qualitative picture of the development of an electron cloud for a bunched beam is as follows:

1. Upon being injected into an empty chamber, a beam generates electrons by one or more mechanisms; these electrons are usually referred to as primary, or seed, electrons.

2. These primary electrons get rattled around the chamber from the passage of successive bunches.

3. As these electrons hit the chamber surface they yield secondary electrons, which are, in turn, added to the existing electron population.

This process repeats with the passage of successive bunches. An essential ingredient of the build-up and dissipation of the EC is the secondary electron yield (SEY) of the chamber surface, characterized by the function \( \delta(E) \), where \( E \) is the electron-wall impact energy. The function \( \delta(E) \) has a peak \( \delta_{\text{max}} \) typically ranging in \( 1 - 4 \) at an energy \( E = E_{\text{max}} \) typically ranging in 200 – 400 eV. A convenient phenomenological parameter is the effective SEY, \( \delta_{\text{eff}} \), defined to be the average of \( \delta(E) \) over all electron-wall collisions during a relevant time window. Unfortunately, there is no simple a-priori way to determine \( \delta_{\text{eff}} \), because it depends in a complicated way on a combination of many of the beam and chamber parameters.

If \( \delta_{\text{eff}} < 1 \), the chamber wall acts as a net absorber of electrons and the EC density \( n_e \) grows linearly in time following beam injection into an empty chamber. The growth saturates when the net number of electrons generated by primary mechanisms balances the net number of electrons absorbed by the walls.

If \( \delta_{\text{eff}} > 1 \), the EC initially grows exponentially. This exponential growth slows down as the space-charge fields from the electrons effectively neutralize the beam field, reducing the electron acceleration. Ultimately, the process stops when the EC space-charge fields are strong enough to repel the electrons back to the walls of the chamber upon being born, at which point \( \delta_{\text{eff}} \) becomes \( 1 \). At this point, the EC distribution reaches a dynamical equilibrium characterized by rapid temporal and spatial fluctuations, determined by the bunch size and other variables. For typical present-day storage rings, whether using positron or proton beams, the average \( n_e \) reaches a level \( \sim 10^{10-12} \text{ m}^{-3} \), the energy spectrum of the electrons typically peaks at an energy below \( \sim 100 \text{ eV} \), and has a high-energy tail reaching out to keV’s. In more detail, however, the EC distribution reaches a dynamical equilibrium characterized by temporal and spatial fluctuations. The temporal fluctuations span a typical range \( 10^{-12} - 10^{-6} \text{ s} \), depending on the bunch length and intensity, and on the bunch train length and fill pattern. Spatial fluctuations typically span the range \( 10^{-9} - 10^{-2} \text{ m} \), depending on the transverse bunch size and transverse dimensions of the vacuum chamber, and external magnetic field if any. The density \( n_e \) gradually decays following beam extraction, or during the passage of a gap in the beam. The decay rate is controlled by the low-\( E \) value (typically \( E < 20 \text{ eV} \)) of \( \delta(E) \). In general, there is no simple, direct correlation between the rise time and the fall time of the buildup of \( n_e \) [26]. Figure 1 illustrates the build-up of the electron cloud in the LHC.

The ECE combines many parameters of a storage ring such as bunch intensity, size and spacing, beam energy [27], vacuum chamber geometry, vacuum pressure, and electronic properties of the chamber surface material such as photon reflectivity \( R_{\gamma} \), effective photoelectric yield (or quantum efficiency) \( Y_{\text{eff}} \), the SEY, the secondary emission spectrum [28, 29], etc.

In regions of the storage ring with an external magnetic field, such as dipole bending magnets, quadrupoles, etc., the EC distribution develops characteristic geometrical patterns. For typical magnetic fields in the range \( B = 0.01 - 5 \text{ T} \) and typical EC energies \( < 100 \text{ eV} \), the electrons move in tightly-wound spiral trajectories about the field lines. Thus in practice, in a bending dipole, the electrons are free to move in the vertical (\( y \)) direction, but are essentially frozen in the horizontal (\( x \)). As a result, the \( y \)-kick imparted by the beam on a given electron has an \( x \)-dependence that is...
Figure 1: Cartoon illustrating the build-up of the electron cloud in the LHC for the case of 25-ns bunch spacing. The process starts with photoelectrons and is amplified by the secondary emission process. This cartoon was generated by F. Ruggiero.

Remembered by the electron for many bunch passages. It often happens that the electron-wall impact energy equals \( E_{\text{max}} \) at an \( x \)-location less than the horizontal chamber radius. At this location \( \delta(E) = \delta_{\text{max}} \), hence \( n_e \) is maximum, leading to characteristic high-density vertical stripes symmetrically located about \( x = 0 \) [30]. For quadrupole magnets, the EC distribution develops a characteristic four-fold pattern, with characteristic four-fold stripes [31].

In summary, the electron-cloud formation and dissipation:

- Is characterized by rich physics, involving many ingredients pertaining to the beam and its environment.
- Involves a broad range of energy and time scales.
- Is always undesirable in particle accelerators.
- Is often a performance-limiting problem, especially in present and future high-intensity storage rings.
- Is challenging to accurately quantify, predict and extrapolate.

The electron cloud has been shown to be detrimental to the performance of many storage rings, and is a concern for future such machines, which typically call for high beam intensity and compact vacuum chambers. At any given storage ring, adverse effects may include one or more of the following: sudden, large, vacuum pressure rise; beam instabilities; emittance growth; interference with diagnostic instrumentation; excessive heat deposition on the chamber walls; etc. Mitigation mechanisms have been required in most cases in order to reach, or exceed, the design performance of the machine.

A more extensive summary of the ECE and its history is presented in Ref. [32].

### PRIMARY AND SECONDARY ELECTRONS

The main sources of primary electrons are: photoemission from synchrotron-radiated photons striking the chamber walls; ionization of residual gas; and electron generation from stray beam particles striking the walls of the chamber. Depending on the type of machine, one of these three processes is typically dominant. For example, in positron or electron storage rings, upon traversing the bending magnets, the beam usually emits copious synchrotron radiation with a \( \sim \text{keV} \) critical energy, yielding photoelectrons upon striking the vacuum chamber. In proton rings, the process is typically initiated by ionization of residual gas, or from electron generation when stray beam particles strike the chamber. A notable exception is the LHC, which is the first proton storage ring ever built in which the beam emits significant synchrotron radiation, \( \sim 0.4 \) photons per proton per bending magnet traversal, with a photon critical energy \( \sim 44 \text{ eV} \) [33]. In this case, photoemission is the dominant primary mechanism.

Primary emission mechanisms are usually insufficient to lead to a significant EC density. However, the average electron-wall impact energy is typically \( \sim 100-200 \text{ eV} \), at which the SEY function \( \delta(E) \) is significant. If the effective SEY is \( \delta_{\text{eff}} > 1 \), secondary emission readily exponents in time, which can lead to a large amplification factor, typically a few orders of magnitude, over the primary electron density, and to strong temporal and spatial fluctuations in the electron distribution [34]. This compounding effect of secondary emission is usually the main determinant of the strength of the ECEs, and is particularly strong in positively-charged bunched beams (in negatively-charged beams, the electrons born at the walls are pushed back towards the walls with relatively low energy, typically resulting in relatively inefficient secondary emission).

Photoemission and secondary electron emission depend differently on the beam properties: photoelectron emission behaves linearly in beam intensity, is very sensitive to beam...
energy, and is independent of the sign of the beam particle charge, while secondary emission behaves nonlinearly in beam intensity, is not very sensitive to beam energy, and is sensitive to the sign of the beam particle charge. These features allow, in principle, to disentangle the effects of primary from secondary electrons, given sufficient flexibility in the machine operation as in CESRTA (see below).

**CONDITIONING AND MITIGATION**

Storage ring vacuum chambers are fabricated of "technical metals." Such materials have rough surfaces and contain impurities, typically concentrated at the surface. For such surfaces, the SEY gradually decreases in time with machine operation owing to the bombardment of the very electrons in the cloud. Such "conditioning effect" has been consistently observed in storage rings, and is of course beneficial to the performance of the machine. Typically, it is observed that $\delta_{\text{max}}$ decreases rapidly (typically hours to days) upon machine operation startup, and then effectively reaches a limit. Indeed, as $\delta_{\text{max}}$ decreases, the EC intensity decreases, leading to a diminished electron-wall bombardment, hence to a slower conditioning rate. This exponential slowing down, in effect, sets a practical limit on the lowest value of $\delta_{\text{max}}$ that is achievable via this phenomenon. Recent experience at the SPS and LHC [35] is consistent with prior experience at many other machines, namely that $\delta_{\text{max}}$ decreases rapidly but does not go far enough to avoid all EC detrimental effects.

Even if $\delta_{\text{max}}$ were to decrease via the conditioning effect to its natural limit [36, 37], it is not guaranteed to be low enough to avoid undesirable ECE’s. For this reason, deliberate mitigation mechanisms are typically implemented in present-day and future storage rings. Mitigation mechanisms can be classified into passive and active. Passive mechanisms that have been employed at various machines include:

- Coating the chamber with low-emission substances such as TiN [38, 39], TiZrV [19, 19, 40–46, 46] and amorphous carbon (a-C) [47, 48].
- Etching grooves on the chamber surface in order to make it effectively rougher, thereby decreasing the effective quantum efficiency via transverse grooves [49] or the effective SEY via longitudinal grooves [50, 51].
- Implementing weak solenoidal fields ($\sim 10–20 \text{ G}$) to trap the electrons close to the chamber walls, thus minimizing their detrimental effects on the beam [52, 53].

In terms of active mechanisms, clearing electrodes [54, 55] show significant promise in controlling the electron cloud development. If an electron cloud is unavoidable and problematic, active mechanisms that have been employed to control the stability of the beam include tailoring the bunch fill pattern [56] and increasing the storage ring chromaticity [34]. Fast, single-bunch, feedback systems are under active investigation as an effective mechanism to stabilize electron-cloud induced coherent instabilities [57, 58].

**SIMULATION OF THE ECE**

Broadly speaking, depending on the approximations implemented, EC simulation codes in use today are of three kinds:

- Build-up codes.
- Instability codes.
- Self-consistent codes.

Build-up codes make the approximation that the beam is a prescribed function of space and time, and therefore is nondynamical. The electrons, on the other hand, are fully dynamical. With this kind of code one can study the build-up and decay of the EC, its density distribution, and its time and energy scales, but not the effects of the EC on the beam$^1$. These codes may include a detailed model of the electron-wall interaction, and come in 2D and 3D versions. 2D codes are well suited to study the EC in certain isolated regions of a storage ring, such as in the body of magnets, and field-free regions. 3D codes are used to study the EC in magnetic regions that are essentially 3D in nature, such as fringe fields and wigglers.

Instability codes aim at studying the effects on the beam by an initially prescribed EC. In these codes the beam particles are fully dynamical, while the dynamics of the cloud electrons is limited. For example, the electron-wall interaction may be simplified or non-existent, and/or the electron distribution may be refreshed to its initial state with the passage of successive bunches.

Self-consistent codes aim to study the dynamics of the beam and the electrons under their simultaneous, mutual, interaction. Such codes are far more computationally expensive than either of the above-mentioned “first-order” codes, and represent the ultimate logical stage of the above-mentioned simulation code efforts.

In many cases of interest, the net electron motion in the longitudinal direction, i.e. along the beam direction, is not significant, hence the electron cloud is sensibly localized. For this reason, in first approximation, it makes sense to study at various locations around the ring independently of the others. In addition, given that the essential dynamics of the electrons is in the transverse plane, i.e. perpendicular to the beam direction, two-dimensional simulations are also a good first approximation to describe the build-up and decay. In some cases, such as the PSR, electron generation, trapping and ejection from the edges of quadrupole magnets is now known to be significant, and these electrons act as seeds for the EC buildup in nearby drift regions [59].

$^1$Actually, these codes do allow the computation of the dipole wake induced by the EC on the beam, which in turn allows a first-order computation of the coherent tune shift of successive bunches of the beam.
A comprehensive online repository containing code descriptions and contact persons has been developed by the CARE program [60].

Self-consistent codes are beginning to yield useful results. We present here one such example obtained with the code WARP/POSINST, pertaining to the SPS [61]. In this case, a train of three beam batches, each consisting of 72 bunches, was simulated using a massively parallel computer at NERSC. The goal of the simulation was primarily to assess the impact of the evolution of the proton distribution in the beam on the EC density, as compared to the EC density evolution produced by a build-up code, in which the proton distribution is frozen in time. Fig. 2 shows some of the results of this exercise. The conclusion is that, after 1000 turns, the actual proton distribution leads to a 50–100% increase in the estimate of \( n_e \) relative to the case in which the proton distribution is kept frozen at its initial state. While this result is suggestive, it must still be considered preliminary because of the approximations employed, notably that of a constant focusing lattice and the fact that the EC distribution was reinitialized at every turn (a fully self-consistent simulation, in which both the EC and the proton distributions evolve in time in response to each other has also been carried out [61]).

THE CESRTA PROGRAM

A significant, dedicated systematic R&D program to understand the EC and low-emittance tuning has been ongoing at Cornell University for \( \sim 5 \) years based on the CESR storage ring. The \( e^+e^- \) collider CESR was decommissioned and the CLEO detector removed. Wigglers were added to the storage ring, along with an extensive array of diagnostic instrumentation intended to analyze the EC. This revamped storage ring (the CESR Test Accelerator, or CESRTA) is intended as a prototype for the damping rings of a possible future \( e^+e^- \) linear collider [62]. A major report will describe the R&D effort in detail [63].

As a test accelerator, CESRTA has unprecedented operational flexibility, specifically:

- Essentially all beam time is devoted to machine studies.
- The injector allows for an almost arbitrary fill pattern.
- The beam species is selectable (\( e^+ \) or \( e^- \)), although the two species move in opposite directions in the beam pipe.
- The beam energy is tunable within the range \( \sim 2 \) – 5 GeV
- The bunch intensity is selectable.

The new diagnostic devices include: retarding-field analyzers (RFA’s) at many locations, magnetized or not; shielded pick-ups (SPU’s); a microwave transmission setup; filtered and gated beam position monitors (BPM’s); etc. In addition, an array of special-purpose devices have been installed including: an in-situ SEY measuring device; a low-magnetic-field chicane, transplanted from PEP-II at SLAC; various sections of beam pipe with low-emission coatings or grooved surfaces; and clearing electrodes. RFA’s allow the measurement of the spatially-resolved, time-averaged, electron flux at the walls of the chamber. The SPU’s allow the measurement of the electron flux at the walls of the chamber with a time resolution of \( \sim 1 \) ns. The BPM’s, by themselves or in combination with a beam pinger and a feedback damping system, allow the measurement of bunch-by-bunch frequency spectra and coherent tunes. x-ray beam-size monitors allow the measurement of beam size bunch-by-bunch and turn-by-turn.

As part of the CESRTA R&D, a broad-based program of developing, comparing and benchmarking electron cloud buildup simulation codes, and to a much lesser extent beam dynamics codes, was initiated in 2008 and continues today. Specifically CESRTA input parameters have been used as input to the simulation codes ECLoud [64, 65], Cloud-Land [66, 67], POSINST [68, 69], WARP/POSINST [70] and PEHTS [71], and the results compared against measurements. By iterating this process, EC-related parameters that are not well known were pinned down, allowing more reliable extrapolations to the future ILC damping rings. The main parameters that are not well known

![Figure 2: The EC density \( n_e \) as a function of time over a 6-\( \mu \)s time window, showing the passage of a 3-batch beam (the revolution period is \( \sim 23 \mu \)s). Each trace represents the evolution after the number of revolutions indicated. For example, the blue trace (“turn 400”) shows the window after 399 turns have elapsed. The red trace (“turn 0”) shows the evolution of \( n_e \) at beam injection; this trace is in excellent agreement with the result of a build-up code, as it should, in which the proton distribution is kept frozen at its initial state (a 3D gaussian distribution). In this exercise, the electron distribution was reinitialized at every turn at the beginning of the train. Thus the fact that the “turn 1000” trace is a factor \( \sim 2 \) times larger than the “turn 0” trace is attributable only to the evolution of the proton distribution in the beam after 1000 turns.](image-url)
are those pertaining to the electronic surface properties, i.e. photon reflectivity; photoemission yield or quantum efficiency (QE); photoemission spectrum; and secondary electron yield and spectrum [72].

In addition, a new photon-tracking code, SYNRAD3D [73], has been developed and implemented, which allows the tracking of synchrotron radiation emitted by the beam as it traverses magnetic elements. The code allows for the description of the actual beam size at the emission point, as well as the actual description of the vacuum chamber geometry and external magnetic fields for the entire ring. Models for the photon reflectivity and quantum efficiency have been incorporated. The outcome of this code is the photoelectron emission distribution along the perimeter of the chamber cross section at any desired point in the ring. This photoelectron distribution is fed as an input to the above-mentioned build-up codes. A simpler code of this nature was developed earlier in the context of the LHC EC effort [74].

By adjusting the bunch train length and adding a “witness bunch” at various distances after the end of the train, one is able to disentangle the effects of the photoelectrons from the secondary electrons. A comparison of a simulation vs. measurements at CESRTA is shown in Fig. 3 [75].

![Figure 3: Measured tune shifts (black points) vs. bunch number, for a train of ten 0.75-mA/bunch, 5.3 GeV, positron bunches with 14 ns spacing, followed by witness bunches [75]. Red points are computed (using POSINST) based on a simplified assumption for the incident photon distribution consisting of a direct component plus a uniform background (free parameter) of scattered photons. Blue points are computed using results for the photoelectron emission distribution obtained from SYNRAD3D (with no free parameters for the radiation) as input to POSINST. The good agreement between measurements and simulations gives confidence in the EC model implemented in the code POSINST. The computation employing the SYNRAD3D results is clearly in better agreement with the measurements than that using a simplified photoemission distribution model.](image)

**CONCLUSIONS**

- The ECE is an ubiquitous phenomenon for intense beams. The phenomenon spans a broad range of charged-particle storage rings.
- The ECE is important inasmuch as it limits machine performance, especially for high-intensity future machines.
- The ECE is interesting, as it involves in an essential way various areas of physics, such as: surface geometry and surface electronics; beam intensity and particle distribution; beam energy; residual vacuum pressure in the chamber; certain magnetic features of the storage ring; and other areas.
- Simulation codes are getting better and better in their detailed modeling capabilities and predictive ability.
- Enormous progress has been made since 1995, with a disproportionate credit due to CESRTA and CERN over the past few years. Better and more refined electron detection mechanisms are now deployed. Simulation codes are getting better and better calibrated against measurements.
- Phenomelogical rules of thumb are appearing that tell us the conditions under which the ECE is serious, but not (yet) the conditions under which its guaranteed to be safe.

**EPILOGUE**

This workshop is dedicated to the memory of Francesco Ruggiero (1957-2007). I met Francesco on many occasions during my career. I feel honored to have met him and grateful for what I learned from him. I am especially grateful to Francesco for his strong support of electron-cloud R&D effort at CERN and elsewhere. The knowledge that has come out of this program, plus the recent experience at the LHC and SPS, have already greatly benefitted the field as a whole, and will continue to benefit the design and reliability of accelerators worldwide for a long time to come. This workshop is rightfully dedicated to Francesco’s memory.
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