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ABSTRACT

The algebras and irreducible representations (irreps) of compact Lie groups, including the exceptional groups, are realized in terms of sets of Bose oscillator (sho) creation and annihilation operators. In particular, not only the tensor irreps, but also the spinor irreps of orthogonal groups of all ranks can be constructed using Bose (rather than the customary Fermi) oscillators. A complete set of Casimir operators is also given in a simple closed form for all the classical Lie groups in terms of sho operators. The eigenvalues of the operators are simply related to the Dynkin-Patera indices.
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### I. INTRODUCTION

Realizations of specific simple compact Lie algebras and at least some of the irreducible representations (irreps) of the corresponding groups in terms of Bose and/or Fermi oscillators have been extensively considered in the past, and have been found to be a useful tool in the analysis of a large class of physical problems. In particular, Schwinger\(^1\) has studied the generators and irreps of SU(2) in terms of two Bose oscillators (hereafter abbreviated sho) to deal with angular momentum. These considerations have been extended\(^2\) to U(n), and have found extensive applications in nuclear physics. Alternatively, the algebras of the classical groups [the unitary, orthogonal and simplectic groups A(n); B(n), D(n); C(n)] have been realized in terms of Fermi oscillators. The spinor irreps of the orthogonal groups have been constructed in this scheme and have had extensive and successful applications in the study of many electron atoms\(^3\)\(^-\)\(^6\) and in particle physics\(^6\)\(^-\)\(^7\).

The oscillator technique has also been fruitfully used in the case of specific non-compact groups, U(1,1) in particular, most recently by Alhassid, Gürsey and Iachello\(^8\)\(^-\)\(^9\). They study the relationship of bound and continuum states and energy band structures to each other for various one dimensional problems and to related non-periodic and periodic potentials.

The list of work referred to above is not even an attempt at an exhaustive survey of a very extensive literature. Further references to other work can be found in the papers already quoted. All the references mentioned possess the common characteristic of having bilinear forms \(a_1^+a_1^-\) for the group generators (in terms of sho creation and annihilation operators\(^1\)) and irreps which are constructed by having a suitable number of creation operators operate on an appropriately defined vacuum state. In the case of the sho, elements of a single irrep involve the same numbers of \(a_1^+\)s.

The spinor irreps of the orthogonal groups (the only ones which have, to our knowledge, been constructed for these groups, using Fermi oscillators) involve various numbers of \(a_1^+\)s, one \(a_1^-\) for each index i, for different elements of the same spinor irrep. We are not aware of any attempt to treat all simple compact Lie groups on a uniform basis, nor to outline an approach for obtaining
all irreps, since the physical applications which have so far been made in the
literature do not require it. In particular, aside from \( \text{G}(2) \), none of the excep-
tional group algebras have been realized in terms of sho operators.

A uniform realization of the generators of all classical groups is listed by
Gilmore\(^{11}\) in terms of a set of coordinates and corresponding derivatives. Our
approach closely parallels that of Gilmore for these groups. Since the operators
\( a_i^+ \) and \( a_j^- \) for sets of sho's can be given in the coordinate basis in terms of coor-
dinates and their derivatives, one can reexpress Gilmore's form of the generators
in terms of \( a_i^+ \)'s and \( a_j^- \)'s. The generators so obtained contain, in addition to the
bilinear terms \( a_i^+ a_j^- \), quadratic terms of the form \( a_i^- a_j^+ \) and \( a_i^+ a_j^+ \) as well as c-numbers.
They are therefore less useful than the approach of refs. 1-9 in obtaining simple
forms of the irreps. In this connection, we may also mention a non-linear realiza-
tion of \( \text{SU}(2) \) generators\(^9,12\) in terms of sho's. This realization, like those of
Gilmore, is inconvenient for constructing irreps.

The point of departure of the present paper is the approach of refs. 1-9.
The work is entirely restricted to simple compact Lie groups. A unified approach
is taken with respect to all groups. Generators and irreps are realized entirely
in terms of Bose oscillators, even for spinor irreps. Our point of view grows from
that of Dynkin\(^{13,14}\) and of Patera and coworkers\(^{15,16}\), as further developed in a
collaborative effort by the author and two colleagues\(^{17-19}\). The emphasis of the
latter work is to carry out the Dynkin-Patera approach in an orthogonal root and
weight space [with small and non-essential modifications required in the case of
\( \text{A}(n) \) and \( \text{G}(2) \)]. Such an approach leads to a concise and simplified treatment,
with expressions which are more general and algebraically explicit (for example
for the phases of structure constants\(^{18}\)) than those arising from weight and root
spaces expressed in terms of a non-orthogonal basis. The practical usefulness
of this approach is demonstrated in refs. 17-19 and will be further justified in
what follows. The notation of refs. 18 and 19 will be used in the present paper.
Extensive use will also be made of the results of refs. 18 and 19, but, in the
interests of brevity, they will often only be referred to, rather than repeated
here.
The stage for the detailed discussion is set below in Section II, in which much of the notation used later is defined and the group algebras and irreps are written down in terms of it.

Section III is devoted to the realization of the generators, and of all the irreps of each classical group in terms of sho operators. For purposes of illustrating the approach, particular emphasis is placed on the derivation of the results for the groups $D(n) = SO(2n)$; a briefer treatment, emphasizing only the results, is given for the other classical groups: $B(n)$, $C(n)$ and $A(n)$. Casimir operators are expressed in terms of sho operators for all the groups, and their eigenvalues are related to the Dynkin-Patera indices.

In Section IV, the approach is extended to the realization of the generators and irreps of the exceptional groups.

A brief summary and discussion of the salient aspects of the results is presented in Section V.

II. DEFINITIONS AND GENERAL CONSIDERATIONS

We shall begin by expressing all simple Lie algebras in the Dynkin basis\textsuperscript{14,18,19} in the form

$$\left[ H, H \right] = 0,$$

$$\left[ \alpha(p) \cdot H, E_{\alpha(q)} \right] = \alpha(p) \cdot \alpha(q) \cdot E_{\alpha(q)},$$

$$\left[ E_{\alpha(p)}, E_{-\alpha(p)} \right] = \alpha(p) \cdot H,$$

$$\left[ E_{\alpha(p)}, E_{\alpha(q)} \right] = N_{\alpha(p), \alpha(q)} \cdot E_{\alpha(m)},$$

where the structure constant $N_{\alpha(p), \alpha(q)}$ is non-vanishing for

$$\alpha(m) = \alpha(p) + \alpha(q),$$

a root.
The vector $\mathbf{H}$ has $n$ components, where $n$ is the rank of the algebra; the operators $E_{\alpha(p)}^\dagger$ are step up (step down) operators in weight space.

The magnitude of the structure constants $^5,^2$ is the same for all groups with roots of the same length [$A(n), D(n), E(n)$], and also for $B(n)$. There are two magnitudes for the structure constants of $C(n), F(4)$ and $G(2)$. The phase factor of $N_{\alpha(p),\alpha(q)}$ is defined as

$$e^{i\Phi(p,q)} \equiv \frac{N_{\alpha(p),\alpha(q)}}{|N_{\alpha(p),\alpha(q)}|}. \quad (II.6)$$

Detailed commutation relations, taking into account the magnitude of $N_{\alpha(p),\alpha(q)}$, have been written down for each specific type of simple compact Lie group in ref. $^2$ 18. These commutation relations also serve to define various phase factors:

$$e^{i\Phi} : d(p,q,r), b(p,q), \overline{b}(p,q); c(p,q,r),$$
$$\sigma(p,q), \overline{\sigma}(p,q); e(p,q; r, s, \ldots \omega), \overline{e}(p,q; r, s, \ldots \omega);$$
$$f(p,q; r, s), \overline{f}(p,q; r, s); \phi(p,q; r, s), \overline{\phi}(p,q; r, s);$$
$$\varrho(p,q), \overline{\varrho}(p,q), \overline{\varrho}(p,q). \quad (II.7)$$

The commutation relations lead to Jacobi identities $^2$ which, in turn, can be expressed as algebraic conditions on the phases. These conditions are displayed in ref. 18. They do not lead to unique phase choices. A particular solution for each phase is obtained $^2$ in ref. 18. All phases in these solutions are $0$ or $\pi$:

$$e^{i\Phi} = \pm 1. \quad (II.8)$$
We shall adopt these phase choices in what follows and express our results in terms of them. The generators $\mathbb{H}$ are hermitean. In addition, we impose the physically convenient restriction

$$E_{-\infty}(p) = E^\dagger_{\infty}(p).$$  \hspace{1cm} (II.9)

In the orthonormal root and weight space we have a set of basis vectors, $\mu^p$,

$$\mu^p \cdot \mu^q = \delta_{pq},$$  \hspace{1cm} (II.10)

with the notation

$$\mu^1_{\pm 1} \equiv (1_{\pm 1}),$$  \hspace{1cm} (II.11)

$$-\mu^{-1}_{\pm 1} \equiv \mu^{-1}_{\mp 1} \equiv (-1_{\mp 1}),$$  \hspace{1cm} (II.12)

$$\frac{1}{2} \mu^1_{\pm 1} \equiv \left(\frac{1}{2} 1_{\pm 1}\right).$$  \hspace{1cm} (II.13)

For $A(n)$, we will need the set of non-orthogonal vectors $\chi^p$:

$$\chi^p \equiv \mu^p - \frac{1}{n+1} \sum_{q=1}^{n+1} \mu^q, \hspace{1cm} p=1, \ldots, n+1,$$  \hspace{1cm} (II.14)

with

$$\sum_{p=1}^{n+1} \chi^p = 0.$$  \hspace{1cm} (II.15)

For $G(2)$ we will need $\chi^p$, with $p = 1, 2, 3$ as defined in (II.14).

The roots for all compact simple groups are given in ref. 18 in terms of $\lambda_p$-s, which have the same properties as the $\mu_p$-s defined in eqn. (II.10). Using this form of the root, we can simplify our notation for the $E_8$-s:

$$E_{p,q} \equiv \{p-q\}$$  \hspace{1cm} (II.16)

for a typical "vector" root and

$$E_{\frac{1}{2}(p+q+r+s)} \equiv \{\frac{1}{2}(-p+q+r+s)\}$$  \hspace{1cm} (II.17)

for a typical "spinor" root. [The example given is for a generator of $F(4)$].
Such roots with "spinor" weights appear\textsuperscript{24} in the exceptional groups \( E(8), E(7), E(6) \) and \( F(4) \). In addition, for \( G(2) \), we have roots\textsuperscript{24} of weight \( \frac{1}{2} p \), but no roots of weight \( \frac{1}{2} p \), so that we define

\[
E_{\frac{1}{2} p} \equiv \{ \frac{1}{2} p \}, \quad \text{for } G(2) \text{ only.} \tag{II.18}
\]

In terms of the definitions eqns. (II.16) and (II.17) we have the identity

\[
\{ p-q \} \equiv \{ q+\frac{1}{2} p \}, \quad \text{since} \tag{II.19}
\]

\[
\Lambda p \Lambda q = \Lambda q + \Lambda p,
\]

and also the identities

\[
\{ \frac{1}{2} (p-q+p-r+s) \} \equiv \{ \frac{1}{2} (q-p+r-s) \}, \quad \text{etc.} \tag{II.21}
\]

The notation for irreps is in terms of the Dynkin-Patera indices\textsuperscript{13-16} and the weight vector, \( \Lambda \), of the individual irrep element. For a given irrep element we have

\[
H \left| \Lambda, \Gamma \right\rangle = \Lambda \left| \Lambda, \Gamma \right\rangle, \tag{II.22}
\]

\[
E_{\pm \alpha(p)} \left| \Lambda, \Gamma \right\rangle = C(\Lambda, \alpha(p) \Gamma) \left| \Lambda \pm \alpha(p), \Gamma \right\rangle, \tag{II.23}
\]

and \( C \) is a numerical function of its variables. The scalar irrep will be the "vacuum state" and will be denoted by

\[
\left| 0, \Gamma \right\rangle \equiv \left| 0 \right\rangle, \tag{II.24}
\]

with

\[
\Gamma \equiv (0, 0, \ldots, 0).
\]

Since most of the Dynkin-Patera symbols we will use will have a large number of zero entries, we will shorten the notation by denoting only the non-zero entries, and indicating their position by a subscript. Thus, we shall take, for example:
\( (1, 0, 0, 0) \equiv [1, 1] \),

\( (0, 1, 0, 0) \equiv [1, 2] \),

\( (2, 0, 0, 0) \equiv [2, 1] \),

\( (1, 0, 0, 1) \equiv [1, 1, 4] \), etc.

The spin creation and annihilation operators will be denoted by

\[
\alpha^{(\kappa)^+}(\xi) \quad \text{and} \quad \alpha^{(\kappa)}(\xi),
\]

where \((\kappa)\) and \((\xi)\) are a single index and a set of labeling indices respectively.

The operators have the usual commutation relations

\[
\begin{align*}
\left[ \alpha^{(\kappa)}(\xi), \alpha^{(\kappa)^+}(\xi') \right] &= \delta(\xi, \xi') \delta_{\kappa \kappa'}, \\
\left[ \alpha^{(\kappa)}(\xi), \alpha^{(\kappa)}(\xi') \right] &= 0,
\end{align*}
\]

\[
\left[ \alpha^{(\kappa)^+}(\xi), \alpha^{(\kappa)^+}(\xi') \right] = 0,
\]

where \(\delta(\xi, \xi')\) is unity if all indices of \(\xi\) match those of \(\xi'\), and vanishes otherwise. We also define four types of operators, all of form \(\alpha^{(\kappa)^+}(\xi) \alpha^{(\kappa)}(\xi')\):

\[
N^{(\kappa)}(\xi) \equiv \alpha^{(\kappa)^+}(\xi) \alpha^{(\kappa)}(\xi);
\]

\[
N^{(\kappa)}(\xi, \xi') \equiv \alpha^{(\kappa)^+}(\xi) \alpha^{(\kappa)}(\xi'), \quad (\xi) = p, \quad (\xi') = q,
\]

or \((\xi) = p + q + r + s\), \((\xi') = \pm 13\), etc.

\[
\text{(II.29)}
\]
\[ N^{(\kappa)}(p-q; r+s+...) \equiv \alpha^{(\kappa)}(p-q+r+s+...) \alpha^{(\kappa)}(-p+q+r+s+...) \] (II.30)

\[ N^{(\kappa)}(p; q+r+...) \equiv \alpha^{(\kappa)}(p+q+r+...) \alpha^{(\kappa)}(-p+q+r+...) \] (II.31)

The symbols \( \kappa, p, q, ... \) are always single indices. When \( (\xi) \) contains many such indices, each index is to be listed, not just the sum. In all the equations which follow, if more than two indices are listed, it should be understood that their absolute values are not equal, unless otherwise specified. For the case of \( B(n) \) and \( D(n) \), the superscript \( (\kappa) \) will be suppressed in multi-index operators. On occasion, the subscripts \( (\omega) \) or \( (e) \) will appear in multi-index operators or functions. They will signal the presence of odd or even numbers of minus signs in the indices involved.

The operators \( N^{(\kappa)}(\xi) \) of eqn. (II.28) are the number operators for the spin labeled by indices \( (\kappa) \) and \( (\xi) \).

The realizations we will seek for a given Lie algebra will be suitably chosen linear superpositions of the \( N^{(\kappa)} \) operators appearing in (II.29)-(II.31) (and other operators of similar structure, to be defined later) for the step-up and step-down operators \( E^{(\xi)}_{\xi \xi}(p) \) and of \( N^{(\xi)}(\xi) \)-s for the components of \( H \). The irreps will be realized by homogeneous polynomials (or monomials) of the \( (\xi) \)-s operating on the "vacuum state", \( |0 \rangle \). We also introduce the summation (multiplication) symbols

\[ \Sigma, \Sigma'_{(p)}, \Sigma''_{(p,q)}, \left[ \prod, \prod'_{(p)}, \prod''_{(p,q)}, \prod'''_{(p,q,r)} \right] \] (II.32)

to denote, respectively, summation (multiplication) over all the indices of a set \( \xi \) \((\sum, \Pi)\), all but one of the indices, \( (p) \), of a set \( \xi' \left( \sum'_p, \Pi'_p \right) \), all but the two indices, \( (p, q) \), of a set \( \xi'' \left( \sum''_{(p,q)}, \Pi''_{(p,q)} \right) \), etc.

Additional new notation will be introduced later, as needed.
III. **CLASSICAL GROUPS**

1. **The groups D(n)**

We will carry out the analysis for these groups in some detail, since they present most of the features characteristic of the other classical groups. The latter will be treated subsequently, type by type, but in a more cursory fashion.

   a. **Realizations of the algebra**

   We will gradually build up a hierarchy of realizations of the algebra of D(n). At each stage, the algebra will be correctly realized. However, each succeeding stage will allow for the possibility of realizing more and more types of irreps, until, at the last stage, it will be possible to realize all irreps of D(n).

   To begin with, it is useful to quote the detailed form of eqn. (II.4) for this case, as given in ref. 18 (together with the specific solution for the phase factor, obtained in that reference):

   \[ \{ p_q \}, \{ q_r \} = d(p_q, q_r) \{ p_r \}, \]  

   \[ \text{where} \]

   \[ p, q, r = \pm 1, \pm 2, \ldots, \pm n, \]  

   \[ d(p, q, r) = \epsilon(p+q) \epsilon(q+r) \epsilon(r+p), \]  

   \[ \text{and} \]

   \[ \epsilon(x) = +1, \quad x > 0, \]  

   \[ \epsilon(x) = -1, \quad x < 0. \]  

   We attempt to realize the algebra by letting\(^{25}\)

   \[ H = \sum \mu(p) N(p) \equiv \sum \mu(p) a^+(p) a(p), \]  

   \[ \{ p_q \} = \Theta(p_q) \{ N(p, q) - N^+(p, q) \}, \]  

   where \( \Theta(p, q) \) is a phase factor.
The algebra, defined by eqns. (II.1)-(II.3) and (III.1.1), and the additional conditions (II.9) and (II.19) yield conditions on \( \theta(p,q) \). However, the problem is so trivial, because of the factorized form of the phase \( d(p,q,r) \), eqn. (III.1.3), that we can immediately guess the solution. It is

\[
\theta(p,q) = \varepsilon(p+q).
\]  

(III.1.7)

The algebra of \( D(n) \) is fully realized by the generators defined in eqns. (III.1.5) and (III.1.6) [with (III.1.7)]. However, it will be apparent from the discussion of the next section (Section III.1.b) that only the elementary irrep\(^{26} \) (which we will call\(^{27} f \), for "fundamental") associated with the "unbranched" terminal point of the Dynkin diagram of \( D(n) \), and related irreps (built up from the symmetric parts of the Kronecker products of this elementary irrep) can be generated in this scheme. In other words, using our abbreviated version of the Dynkin-Patera notation, only the irreps

\[
[\gamma] = [\ell,], \quad \ell = 1, 2, \ldots, \quad \ell \equiv [\ell,]
\]

(III.1.8)

can be constructed, using the sho operators which appear in eqns. (III.1.5) and (III.1.6).

The scheme can be generalized trivially to allow the realization of all the basic irreps\(^ {26} \), with the exception of the two elementary spinor irreps, by introducing another index, \( \kappa \). (This fact will be demonstrated in Section III.1.b.) We thus realize the algebra by setting\(^ {25} \)

\[
H = \sum_p \mu_p N^{(\kappa)}(p) = \sum_{p,\kappa} \mu_p a^{(\kappa)}(p) a^{(\kappa)^\dagger}(p),
\]  

(III.1.9)

and

\[
\{p,q\} = \varepsilon(p+q) \sum_{p,q} \{N^{(\kappa)}(p,q)-N^{(\kappa)^\dagger}(p,q)\},
\]

(III.1.10)

with

\[
\kappa = 1, 2, \ldots, n-2.
\]

(III.1.11)
In other words, we can now realize all the basic irreps generated from the
antisymmetric parts of the Kronecker products of \([1;1]\), or
\[
[\mathcal{S}] = [1 \mathcal{S}]. \tag{III.1.12}
\]
The last, and this time non-trivial, step in our hierarchy of realizations of the
\(\text{D}(n)\) algebra is intended to allow for the realization of the two elementary irreps
associated with the two "branched" endpoints. These are the elementary spinor
irreps, which we will call \(\sigma_{(o)}, \sigma_{(e)}\),
\[
\sigma_{(o)} \equiv [1_{n-1}], \tag{III.1.13}
\]
\[
\sigma_{(e)} \equiv [1_{n}].
\]

We consider imbedding the group \(\text{D}(n)\) so that it is a non-regular subgroup
of a group \(\text{D}(N)\):
\[
\text{D}(N) \supset \text{D}(n), \quad n \geq 4, \tag{III.1.14}
\]
such that the fundamental irrep of \(\text{D}(N)\), \(f_{\text{D}(N)}\), goes into the direct sum of the
three terminal point irreps of \(\text{D}(n)\), i.e.
\[
f_{\text{D}(N)} \to (f \oplus \sigma_{(o)} \oplus \sigma_{(e)})_{\text{D}(n)}. \tag{III.1.15}
\]
From the dimensions of the various irreps involved, we get the condition
\[
N = n + 2^{n-1}. \tag{III.1.16}
\]
We encounter no problems\(^{29}\) for the case \(n = 4\), for which the Dynkin diagram
is symmetric, so that any of the terminal points can be associated with any one of
\(f, \sigma_{(e)}\) or \(\sigma_{(o)}\).

The problem of obtaining the generators of a group, \(g\), as superpositions
of the generators of a group of higher rank, \(G\), where \(g\) is a non-regular subgroup
of \(G\), was considered in general and solved for a large number of specific cases in
ref. 19. We will employ the methods of this reference as much as possible.

The root and weight space of \(\text{D}(N)\) can be defined by \(2N\) orthonormal vectors
\[
2n \quad \Delta \rho, \quad \rho = \pm 1, \pm 2, \ldots, \pm n, \tag{III.1.17}
\]
and
\[ 2(N-n) = 2^n \cdot \sum (p+q+r+...) \]

(III.1.18)

\[ p, q, r, ... = \pm 1, \pm 2, ..., \pm n. \]

There are \( n \) labels \( p, q, r, ... \), and each distribution of plus or minus signs defines a unique \( \lambda \). The many-index \( \lambda \)-s are symmetric in the index labels. The analogue of (II.10) holds and [see (II.12)]

\[ \lambda_{-p} = -\lambda_p, \]  

(III.1.19)

\[ \lambda(-p-q-r...) = -\lambda(p+q+r...). \]

We choose the projections

\[ \lambda p \rightarrow \mu_p = (p'), \]

(III.1.20)

\[ \lambda(p+q+r...) \rightarrow \frac{1}{2} (\mu_p + \mu_q + \mu_r ... \equiv \frac{1}{2} (p+q+r...), \]

\[ p, q, r, ... = \pm 1, \pm 2, ..., \pm n. \]

where the \( \mu_p \) define the weight and root space of \( D(n) \). From (III.1.20), the projection of the roots of \( D(N) \) to the roots of \( D(n) \) is

\[ \begin{aligned}
\lambda p - \lambda q \\
\lambda(p+q+r+s...) + \lambda(p-q-r-s...) \\
\end{aligned} \rightarrow \mu_p - \mu_q. \]

(III.1.21)

Thus,

\[ 1 + \frac{1}{2} \cdot 2^{n-2} = 1 + 2^{n-3} \]

(III.1.22)

roots of \( D(N) \) project into a single root of \( D(n) \). The generators, \( \{p-q\} \), of \( D(n) \) will be a linear superposition of the \( 1 + 2^{n-3} \) generators of \( D(N) \), corresponding
to the $D(N)$ roots listed in (III.1.21). A given component of $H$ of $D(n)$ will also be a linear superposition of $1 + 2^{n-1}$ components of the $H$ of $D(N)$.

Indeed, we explicitly have

$$H = \sum_p H(p) + \sum (p+q+r+\ldots) H(p+q+r+\ldots),$$  \hspace{1cm} (III.1.23)

where there are a total of $2n + 2^n$ terms in the two sums.

If we define $H$ as

$$H = \sum_{p=-n}^{n} \mu_p H(p) = \sum_{p=1}^{n} \mu_p \left[ H(p) - H(-p) \right],$$  \hspace{1cm} (III.1.24)

we obtain\textsuperscript{15} from (III.1.20),

$$H(p) = H(p) + \frac{1}{2} \sum_{\langle p \rangle} H(p+q+r+\ldots).$$  \hspace{1cm} (III.1.25)

$H$ has $n$ independent components, as it must.

So far, we have followed the derivation of ref. 19 step by step. It is at this point that the two approaches diverge, and we gain a considerable advantage by using sho operators. In order to determine the coefficients of the $D(N)$ generators appearing in \( \{p,q\} \), we must make use of the equations (II.1)-(II.3) and (III.1.1) which determine both the algebras of $D(N)$ and of $D(n)$. But, in order to make use of (III.1.1) for $D(N)$, i.e. to evaluate $d(p,q,r)$-s which appear in it, we have to associate a single numerical index, a single "address", with the $n$-index symbol which is the argument of $\lambda (p+q+r+\ldots)$. This is a daunting task for arbitrary $n$. On the other hand, if we think in terms of sho realizations of the generators, we have no such problems, since the algebra of sho-s, eqns. (II.27), replaces the algebra of $D(N)$ [in particular (III.1.1)] in our considerations. There is no phase in (II.27) and thus the "address" problem is circumvented.

We still have the phases of the superposition coefficients to obtain, but these are determined by the algebra of $D(n)$, for which these is no "address" problem to begin with. We therefore take, as the final version of the $D(n)$ algebra realization, the generators (III.1.24), with

$$H(p) = \sum_{\langle p \rangle} N^{\alpha\gamma}(p) + \frac{1}{2} \sum_{\langle p \rangle} N(p+q+r+\ldots),$$  \hspace{1cm} (III.1.26)
\[
\{p-q\} = \varepsilon(p+q) \sum_{(p, q)} \left\{ N^{(\infty)}(p, q) - N^{(\infty)}(-p, q) \right\} + \sum_{(p, q)} \psi(p, q; r, s, \ldots) N(p-q; r, s, \ldots),
\]

\[(III.1.27)\]

where, as a final reminder of the notation of (II.30),

\[
N(p-q; r, s, \ldots) \equiv a^*(p-q+r+s, \ldots) a(-p+q+r+s, \ldots).
\]

\[(III.1.28)\]

The new symbol in (III.1.27), \(\psi(p, q; r, s, \ldots)\), is a newly introduced phase factor.

To save time, we have postulated a form for \{p-q\} which already takes into account some features of the D(n) algebra: the fact that one phase is \(\varepsilon(p+q)\) and that \(|\psi| = 1\). We impose the subsidiary conditions (II.9) and (II.20) on \{p-q\}, as given in (III.1.27). We then demand that \(E\), eqn. (III.1.26), and \{p-q\}, eqn. (III.1.27), satisfy the D(n) algebra, eqns. (II.1)-(II.3) and (II.1.1).

These requirements result in the following conditions on the phases, \(\psi\):

\[
\psi(p, q; r, s, \ldots) \text{ is symmetric in } (p, q) \text{ and in } (r, s, \ldots),
\]

\[(III.1.29)\]

\[
\psi(p, q; r, s, \ldots) = \psi(-p, q; r, s, \ldots) = -\psi(p, q; -r, s, \ldots),
\]

\[(III.1.30)\]

and

\[
d(p, q, r) = -\psi(p, q; r, s, \ldots) \psi(q, r; p, s, \ldots) \psi(r, p; q, s, \ldots) \psi(p, q; r, s, \ldots),
\]

\[(III.1.31)\]

as well as other equations which are derivable from (III.1.29)-(III.1.31) and therefore will not be listed. The equations (III.1.29)-(III.1.31) are algebraically identical to the conditions on the structure constant phases derived for the algebras of the groups \(E(8), E(7), E(6)\) and \(F(4)\) in ref.\(^1\) 18. We do possess explicit solutions\(^8\) of eqns. (III.1.29)-(III.1.31) for the phases \(\psi(e)\) for \(n = 4, 6, 8\) and \(\psi(\varnothing)\) for \(n = 4, 5\) (as well as the phase \(\chi\) for \(B(4)\), which is defined below). Since \(F(4) \supset B(4) \supset D(4), E(6) \supset D(5) \oplus U(1), E(7) \supset D(6) \oplus A(1)\) and \(E(8) \supset D(8)\), these phases appear in the algebras of the larger groups. It is not difficult to generalize these solutions to arbitrary \(n\), \((n \geq 4)\).
The results are,

\[ \psi(p, q; r, s, t, \ldots)_{(e)} = -\prod_{(p, q)}^n \varepsilon(1p_1 - 1q_1 - 1l_1), \quad (\text{III.1.32}) \]
\[ \psi(p, q; r, s, t, \ldots)_{(o)} = +\prod_{(p, q)}^n \varepsilon(1p_1 - 1l_1 + 1q_1 - 1l_1), \quad (\text{III.1.33}) \]

The subscripts \((e)\) \((o)\) indicate, as was stated in Section II, an even \([\text{odd}]\) number of minus signs in all of the indices of \(\psi\). The symbols \(l_+(l_-)\) are the values of the positive (negative) indices.

\[ \psi(p, q; r, s, t, \ldots - n) = -\prod_{(p, q, \ldots, n)}^n \varepsilon(1p_1 + 1l \cdot 1q_1 + 1l), \quad (\text{III.1.34}) \]
\[ \psi(p, q; r, s, t, \ldots + n) = +\prod_{(p, q, \ldots, n)}^n \varepsilon(1p_1 - 1l \cdot 1q_1 - 1l), \quad (\text{III.1.35}) \]

\[ p, q = \pm 1, \pm 2, \ldots, \pm (n-1); \quad p, q \neq l. \]

The list of phases continues with

\[ \psi(p, n-r; r, s, t, \ldots) = \prod_{1l < 1m}^n \varepsilon(1l + 1m), \quad p, r, s > 0, \quad (\text{III.1.36}) \]
\[ \psi(p, n-r; r, s, t, \ldots) = (-1)^{p+1} \psi(p, n-r; r, s, t, \ldots), \quad (\text{III.1.37}) \]

where \(r, s, t\) are numerically ordered:

\[ r < s < |t| < \ldots, \]

and

\[ p, r, s, |t|, \ldots = 1, 2, \ldots, n-1. \quad (\text{III.1.38}) \]
The remaining phases are fixed by the condition
\[ \psi(p_n - n_j r_s - t_u, ...) \equiv - \psi(p_n - n_j r_s t_u, ...), \quad p, n, r, s > 0, \]  
(III.1.39)
and one of eqns. (III.1.30),
\[ \psi(p_n - n_j r_s - t_u, ...) = - \psi(p_n - n_j r_s t_u, ...), \quad p, r > 0. \]  
(III.1.30)

We may note that for
\[ n = 4 \ell, \quad \ell = 1, 2, 3, \ldots, \]  
(III.1.40)
the numerical ordering, (III.1.38), and the requirement \( r > 0, s > 0 \) and eqn. (III.1.39) are not necessary in the phase definitions (III.1.36) and (III.1.37); eqns. (III.1.30), (III.1.36)-(III.1.39) will in any case be automatically satisfied. However, for \( n \) values
\[ n = 4 \ell + 2, \quad \ell = 1, 2, 3, \ldots, \]  
(III.1.41)
this is not the case. The conditions as stated in eqns. (III.1.30), (III.1.36)-(III.1.39) cover both of these situations.

We do not wish to stress the tedious details of the expressions (III.1.32)-(III.1.39). Suffice it to say that we have demonstrated the existence of solutions, with real phase factors, to eqns. (III.1.29)-(III.1.31), for arbitrary \( n \). Equation (III.1.31) requires the discovery of a factorized form, other than (III.1.3), for the same phase factor \( d(p, q, r) \) as appears in eqn. (III.1.3).

b. Realizations of the irreps

We note the commutation relations
\[ [H, a^{(\kappa)}(p)] = \mu_p a^{(\kappa)}(p), \]  
(III.1.42)
\[ [H, a^+(p + q + r + \ldots)] = \frac{1}{2} (\mu_p + \mu_q + \mu_r + \ldots) a^+(p + q + r + \ldots), \]  
(III.1.43)
\[ [H, a^{(\kappa)}(p), a^{(\lambda)}(q)] = (\mu_p + \mu_q) a^{(\kappa)}(p) a^{(\lambda)}(q), \]  
(III.1.44)
\[ [\ell_p - q, a^{(\kappa)}(q)] = a^{(\kappa)}(p), \]  
(III.1.45)
They follow from the commutation relations (II.27), together with the definition of the components of $H$, eqn. (III.1.26), and of $(p-q)$, eqn. (III.1.27). They, and similar equations, are required in checking that the states we are about to define satisfy equations (II.22) and (II.23).

We now have the irreps:

Scalar irrep

$$10, [0] \equiv 10\rangle,$$

defined by

$$a(\mathcal{L}) 10\rangle = 0, \ \text{all} \ \mathcal{L}.$$  \hspace{1cm} (II.24)

The three elementary irreps

They are given by

$$f: \ (p, [l_1]) \equiv a^{(\kappa)^+}(p) 10\rangle,$$

$$\sigma_{(o)}: \ (\frac{1}{2}, \frac{1}{2} \pm \frac{1}{2} \mu_p), [l_{n-1}] \equiv a^{(\kappa)^+}_{(e)}(p + q + r + \ldots) 10\rangle,$$

$$\sigma_{(e)}: \ (\frac{1}{2}, \frac{1}{2} \pm \frac{1}{2} \mu_p), [l_n] \equiv a^{(\kappa)^+}_{(e)}(p + q + r + \ldots) 10\rangle.$$

The irrep $f$ is defined redundantly, for any fixed value of $\kappa$. The $n-2$-fold redundancy is trivial: a 2n dimensional vector $\mathbf{x}^{(1)}$ is as good a vector as a 2n dimensional vector $\mathbf{x}^{(2)}$.

The remaining basic irreps

The adjoint, $a$, is given by

$$a: \ (\mu_p - \mu_q), [l_2] \equiv \frac{1}{12} \text{Det}_{(\kappa_p, \kappa_q)} a^{(\kappa_1)^+}(p) \ a^{(\kappa_2)^+}(-q) 10\rangle,$$

$$\text{where}$$

$$\text{Det}_{(\kappa_p, \kappa_q)} \ a^{(\kappa_1)^+}(p) \ a^{(\kappa_2)^+}(-q) = a^{(\kappa_1)^+}(p) \ a^{(\kappa_2)^+}(-q) - (\kappa_1 \leftrightarrow \kappa_2).$$

\hspace{1cm} (III.1.47)
As in the case of $f$, there is a redundancy in the definition of the adjoint. There are $\frac{1}{4}(n-2)(n-3)$ different realizations of it, corresponding to the choice of different $(\kappa_1, \kappa_2)$ pairs.

The irrep $[l_3]$ will correspond to a $\text{Det}_{(\kappa_1, \kappa_2, \kappa_3)}$ over three $a^+$s, and so on. The redundancy will disappear for $[l_{n-2}]$. The number of $\kappa$ indices were chosen so that this last basic irrep could be constructed.

All other irreps

All the other irreps can be constructed from Kronecker products of the basic irreps\textsuperscript{5,14}. We follow a slightly different route. We construct outer products of different $a^+$ combinations, rather than states, obtaining irreducible subsets of them in a manner completely analogous to the reduction of Kronecker products for states. We then allow the resulting homogeneous polynomial in $a^+$s to operate on the vacuum state.

This procedure will give rise to further redundant irreps. For example, the state

$$\frac{1}{\mathcal{F}} \sum_{(\kappa)} a^{(\kappa)^+}(p) a^{(\kappa)^+}(-p) |0\rangle$$

(III.1.52)

is a possible realization of the scalar irrep. This fact can easily be checked by applying $H$ and all the step-up and step-down operators $\{p-q\}$ to this state.

This type of redundancy is not as trivial as that previously discussed, which was related to the $(\kappa)$ superscripts. Indeed, if it were not eliminated, it would lead to difficulties with our definition of Casimir operators in Section III.5.

We therefore append the rule (which is not relevant at the moment, but will be so in Section III.5) that the irreps must be realized in terms of the minimal number of $a^+$ factors operating on the vacuum and the minimal number of $(\kappa)$ indices. If more complicated forms arise, say in the reduction of a Kronecker product, they must be replaced by the simpler forms. Thus, for the state considered in eqn. (III.1.52), we must make the replacement...
\[
\frac{1}{n} \sum_{\lambda} \alpha^{(\lambda)}(p) \alpha^{(\lambda)}(-p) \left| 0 \right> \rightarrow \left| 0 \right>.
\] (III.1.53)

We will call this process "sho reduction".

A typical non-basic irrep which is an intrinsically two particle state and cannot be sho reduced further is

\[
\left| \mu_p - \mu_q \right>, \left[ 2, 1 \right> = \left[ 1 + \delta_p \mu_2 - \frac{i}{n} \delta_p \mu_2 \right]^{-1/2} \times \left[ \delta^{(\mu)_+}(p) \alpha^{(\mu)_+}(-q) - \frac{\delta_{p,2}}{n} \sum_{\lambda} \alpha^{(\lambda)}(\ell) \alpha^{(\lambda)\ell}(-\ell) \right] \left| 0 \right>.
\] (III.1.54)

The leading factor in eqn. (III.1.54) is a normalization factor which differs from unity for elements of weight \(2\mu_p\) and \(0\). The latter elements are defined symmetrically, but redundantly, so that

\[
\sum_p \left| O_p, \left[ 2, 1 \right> = 0.
\] (III.1.55)

Thus, there are \(n - 1\) independent elements with weights \(0\). Since there are, in addition, \(|n/2|^2 = 2n(n-1)\) elements with weights \(\mu_p \mu_q\), \(|p| \neq |q|\), and \(2n\) elements with weights \(2\mu_p\), there are a total of

\[
\text{dim. } \left[ 2, 1 \right>_{D(n)} = n(2n+1) - 1
\] (III.1.56)

elements in this irrep, the desired result.

We also note that there is only one superscript \(\lambda\) in (III.1.54), rather than two, \(\lambda_1\) and \(\lambda_2\). We could have used two superscripts, but would then have had to specify a reduction of the products, and kept only the symmetric \((\lambda_1, \lambda_2)\) combinations. We will always take equal \(\lambda\) limits for such symmetric combinations, using our previously stated sho reduction rules. This will enable us to write Casimir operators in terms of \(a^{+s}\) and \(a^{-s}\) in Section III.5, as mentioned earlier.

We have thus exhibited, or indicated a method of constructing, each of the irreps at least once.

A final remark on the irreps: Reduction of Kronecker products of spinor irreps can give rise to vector irreps. For example, \(f\) can arise from such a Kronecker product. One has in general, for \(D(n)\),
\[
[1_{n-1}] \oplus [1_{n}] = [2_{n}] \oplus \sum_{m=1}^{[n/2]} [1_{n-2m}], 
\]

\[
[1_{n}] \oplus [1_{n}] = [2_{n}] \oplus \sum_{m=1}^{[n/2]} [1_{n-2m}], 
\]

and

\[
[1_{n}] \oplus [1_{n-1}] = [1_{n}, 1_{n-1}] \oplus \sum_{m=1}^{[n-1/2]} [1_{n-2m-1}], 
\]

\[n \geq 4, \quad [1_{0}] = [0],\]

with

\[
\left[ \frac{n}{2} \right] \equiv \begin{cases} 
\frac{1}{2} (n-1), & \text{for } n \text{ odd}, \\
\frac{1}{2} n, & \text{for } n \text{ even}. 
\end{cases} 
\]

Thus, \( f \) is generated by (III.1.59) if \( n \) is even, and by (III.1.57) or (III.1.58) if \( n \) is odd. One could therefore have built a scheme, which, instead of (III.1.15), would have been based on the imbedding

\[
F_{D(n')} \longrightarrow (\sigma_{(e)} \oplus \sigma_{(e)}) D(n), 
\]

or

\[
D(n') \supset D(n), \quad N' = 2^{n-1}. 
\]

This alternative scheme gives much more complicated irreps than the one we have adopted. For example, an element of the elementary irrep \( f \) in this new approach would be a homogeneous quadratic form in the \( a^+s \), rather than a single \( a^+ \), as in our present treatment.
2. The Groups $B(n)$

a. Realizations of the algebra

Since the elementary irrep $f$ has $n - 2$ antisymmetrized basic irreps associated with it, rather than $n - 3$, as in the case of $D(n)$, (III.1.11) is altered to

$$\kappa = 1, 2, \ldots, n-1.$$  

(III.2.1)

In addition to the $D(n)$ generators, there is a new set of generators, $\{p\}$. Additional sets of commutators of type (II.4) exist. $H$ and $H(p)$ have the same forms as in $D(n)$ [see eqns. (III.1.24) and (III.1.25)], as do the generators $\{p-q\}$ (see eqn. (III.1.27)).

The new generators are given by

$$\hat{p}_i = \sum_{(p)} R(p) \{ N^{(\kappa)}(p,0) + N^{(\kappa^\dagger)}(-p,0) + \lambda(p; q, r, \ldots) N(p; q, r, \ldots) \}$$  

(III.2.2)

where $\lambda(p; q, r, \ldots)$ are new phase factors, and we have also introduced another set of $n-1$ Bose oscillators $[a^{(\kappa)}(0), a^{(\kappa^\dagger)}(0)]$, associated with zero weight vectors. The commutators of the algebra and the subsidiary conditions (II.9) and (II.19) yield the new phase conditions

$$\lambda(p; q, r, \ldots) \text{ is symmetric in } (q, r, \ldots),$$  

(III.2.3)

$$\lambda(p; q, r, \ldots) = \lambda(-p; q, r, \ldots) = -\lambda(p; -q, -r, \ldots),$$  

(III.2.4)

$$\psi(p, q; r, s, \ldots) = -\varepsilon(p+q) \lambda(p; q, r, s, \ldots) \lambda(q; p, r, s, \ldots).$$  

(III.2.5)

A set of solutions for the new phases is

For $n$ odd:

$$\lambda(p; q, r, \ldots)_{(e)} = -\prod_{(p)} \varepsilon(|p| - 1 l_{-1}),$$  

(III.2.6)
\[ \chi(p; q, r, \ldots)_{(o)} = \prod_{(p)} \varepsilon(lp - 1l)_{+}, \quad p \neq l_{+}, l_{-}. \]  

(III.2.7)

For the definitions of \( l_{+} \) and \( l_{-} \), see the text following eqn. (III.1.33).

Of course in the present case, because of (III.2.4), (e) and (o) refer to the indices other than \( p \).

\[ \begin{align*}
\chi(p; q, r, \ldots - n) &= -\prod_{(p, n)}^{''} \varepsilon(lp + l), \\
\chi(p; q, r, \ldots + n) &= \prod_{(p, n)}^{''} \varepsilon(lp - l),
\end{align*} \]  

(III.2.8) (III.2.9)

\[ p = \pm 1, \pm 2, \ldots, \pm (n-1); \quad p \neq l. \]

The remaining phases are

\[ \chi(\pm n; p, q, r, s, \ldots) = -\prod_{|l|<|m|} \varepsilon(l+l), \quad p, q, r > 0, \quad \]  

(III.2.10)

\[ p, q, r, 1s, \ldots = 1, 2, \ldots, n-1; \quad p < q < r < 1s < \ldots, \]

with

\[ \begin{align*}
\chi(\pm n; p, q, -r, -s, \ldots) &\equiv -\chi(\pm n; p, q, r, s, \ldots), \quad p, q, r > 0, \\
\chi(\pm n; p, -q, -r, \ldots) &\equiv -\chi(\pm n; p, q, r, \ldots), \quad p, q > 0, \\
\chi(\pm n; -p, -q, -r, \ldots) &\equiv -\chi(\pm n; p, q, r, \ldots), \quad p > 0.
\end{align*} \]  

(III.2.11)

Note that, in analogy with (III.1.36) and (III.1.37), \( p, q, r, \ldots \) are taken in numerical order in eqns. (III.2.10) and (III.2.11). As in the case of \( D(n) \), these
requirements, eqns. (III.2.11) and the positivity conditions on the indices $p,q,r$ are only needed for the cases of $n = 6, 10, 14, \ldots$. For the cases $n = 4, 8, 12, \ldots$ (III.2.11) is automatically satisfied, even if these conditions are not imposed.

The $\chi$-s essentially are obtained from the $\psi$-s by factorizing the latter [see eqn. (III.2.5)].

b. **Realizations of the irreps**

The changes from the $D(n)$ case are trivial. We note

$$[ H, \alpha^{(k)}(0) ] = 0. \quad (III.2.12)$$

**Scalar irrep**

Equations (II.24) and (III.1.46) hold. Note that the set $\mathcal{E}$ includes $0$, and

$$\nu = 1, 2, \ldots, n-1, \quad p = \pm 1, \pm 2, \ldots, \pm n. \quad (III.2.13)$$

**The two elementary irreps**

$f$: (III.1.47), and an additional element

$$| \Omega, [1,1] \rangle = \alpha^{(k)}(0) |0\rangle, \quad (III.2.14)$$

$$\sigma: \quad \sigma = \sigma_{(e)} \oplus \sigma_{(o)} \quad (III.2.15)$$

where $\sigma_{(e)}$ and $\sigma_{(o)}$ are given in (III.1.48) and (III.1.49). These results were to be expected, since $B(n) \supset D(n)$.

**The other irreps**

They are identical to those defined in connection with $D(n)$, provided the set of labels is extended, as indicated in (III.2.13).

3. **The Groups $C(n)$**

a. **Realizations of the algebra**

This is the simplest of all classical groups to treat. There are no spinors, and all irreps can be constructed from $f$, with the other basic irreps being a total of $n-1$ associated antisymmetrized irreps (with suitable vanishing trace conditions). We thus require
\[ \kappa = 1, 2, \ldots, n. \]  

(III.3.1)

The algebra in this case leads to phase solutions which are entirely different from those of \( D(n) \) and \( B(n) \). The generators \( \mathbb{H} \) are given by eqn. (III.1.9) [noting (III.3.1)]. The structure of the \( \{ p-q \} \) generators is the same as in eqn. (III.1.10). They, and the generators \( \{ 2p \} \) are given in detail by

\[
\{ p - q \} = \frac{1}{2} \left( 1 + \varepsilon(p) - \varepsilon(q) + \varepsilon(p) \varepsilon(q) \right) 
\times \sum_{(p,q)} \{ p \} N^{(\kappa)}(p,q) - \varepsilon(q) N^{(\kappa)}(p,q),
\]

(III.3.2)

\[
\{ 2p \} = \frac{1}{2} \sum_{(p)} N^{(\kappa)}(p, -p),
\]

(III.3.3)

\[ p = \pm 1, \pm 2, \ldots, \pm n. \]

b. Realizations of the irreps

Scalar and elementary irreps

The scalar and f irreps are those given for \( D(n) \) [but note (III.3.1)].

The remaining basic irreps

The only minor difficulty for \( C(n) \) arises here, since the antisymmetric parts of Kronecker products are reducible. We illustrate for two irreps, which make the general pattern clear. The irrep constructed from the antisymmetric product of two \( a^- \)'s is

\[
\left\{ \begin{array}{l}
| \mu_p \mu_q, l_2 \rangle = \frac{1}{\sqrt{2}} \left( \text{Det}_{(\kappa_1, \kappa_2)} \alpha^{(\kappa_1)^+}(p) \alpha^{(\kappa_2)^+}(q) \right) | 0 \rangle, \\
| l_1 \rangle,
\end{array} \right. \]

(III.3.4.a)

\[
| 0_p, l_2 \rangle = \frac{1}{\sqrt{(n-1)}} \left( \text{Det}_{(\kappa_1, \kappa_3)} \left[ \alpha^{(\kappa_1)^+}(p) \alpha^{(\kappa_3)^+}(p) - \frac{1}{n} \sum_{(\kappa, \kappa_2)} \alpha^{(\kappa)^+}(p) \alpha^{(\kappa_2)^+}(q) \right] | 0 \rangle. \]

(III.3.4.b)

The zero weight elements are defined redundantly, with the single condition

\[
\sum | 0_p, l_2 \rangle = 0, \]

(III.3.4.c)
so that, since \( p = q \) is excluded, we get the expected number of elements for the irrep:

\[
\text{dim. } [l_2]_{C(n)} = \binom{n}{2} \cdot 2^2 + n-1 = 2n^2 - n - 1. \tag{III.3.5}
\]

The irrep constructed from the antisymmetric product of three \( a^+ \)'s is

\[
\begin{align*}
\{ l_{\mu + \mu_2 + \mu_3}, [l_3] \} &= \frac{1}{\sqrt{3!}} \det_{(\kappa, \kappa_2, \kappa_3)}^{(\kappa, \kappa_2, \kappa_3)} \alpha^{(\kappa_1)(p)} \alpha^{(\kappa_2)(q)} \alpha^{(\kappa_3)(r)} \mathbf{1} \\
\{ l_{\mu + \mu_2}, [l_3] \} &= \left( \frac{n-1}{n-2} \right)^{\frac{1}{2}} \frac{1}{\sqrt{3!}} \det_{(\kappa, \kappa_2, \kappa_3)}^{(\kappa, \kappa_2, \kappa_3)} \alpha^{(\kappa_1)(p)} \\
&\quad \times \left[ \alpha^{(\kappa_2)(q)} \alpha^{(\kappa_3)(r)} - \frac{1}{n-1} \sum_{(\kappa, \kappa_2, \kappa_3)} \alpha^{(\kappa_2)(q)} \alpha^{(\kappa_3)(r)} \right] \mathbf{1}.
\end{align*}
\tag{III.3.6.a}
\]

\[
\{ l_{\mu + \mu_2}, [l_3] \} = 0, \quad |p| \neq |q|.
\tag{III.3.6.b}
\]

The \( \mu \) weight elements are defined redundantly, with one condition for each \( p \),

\[
\sum_{q} \{ l_{\mu + \mu_2}, [l_3] \} = 0, \quad |p| \neq |q|, \tag{III.3.6.c}
\]

or 2n conditions in all. We again get the expected number of elements for this irrep:

\[
\text{dim. } [l_3]_{C(n)} = \binom{n}{3} \cdot 2^3 + 2n(n-2) = \frac{2}{3} n(n-2)(2n+1). \tag{III.3.7}
\]

The method for constructing all other basic irreps is now apparent.

**The adjoint irrep**

We illustrate only this single non-basic irrep. It is

\[
\{ l_{\mu - \mu_2}, [2_1] \} = (1 + S_{\mu_2})(\alpha^{(\kappa)(p)} \alpha^{(\kappa)(q)} \mathbf{1})
\tag{III.3.8}
\]

with \( \binom{n}{2} \cdot 2^2 \) elements \( |p| \neq |q| \), 2n elements \( p = -q \) and n zero weight elements, or, as expected
\[ \dim [\mathfrak{l}_2] \mathcal{C}(n) = n(2n+1). \] (III.3.9)

4. The Groups \( A(n) \)

The added complication here is that the basis space of \( A(n) \) is defined in terms of \( n + 1 \) orthonormal basis vectors \( \xi_p \). There are again no spinor irreps and all irreps can be constructed from a single \( \xi \), with weights \( \chi_p \), where \( \chi_p \) is defined in eqn. (II.14). However, we prefer to discuss this case using two elementary irreps, \( \xi \) with weights \( \chi_p \), and \( \pi \) with weights \( -\chi_p \). The treatment of the adjoint irrep as well as of \( G(2) \) generators is more natural in such an approach, than in one based on the construction of the irreps from a single \( \xi \).

a. Realizations of the algebra

The generators in \( \mathbb{H} \), where
\[ \mathbb{H} = \sum \chi_p \mathcal{H}(p), \] (III.4.1)
are
\[ \mathcal{H}(p) = \sum_{\kappa}^{\chi_p} N^{(\kappa)}(p) - \frac{1}{n+1} \leq \sum \leq N^{(\kappa)}(q) N^{(\kappa)}(-q), \] (III.4.2)
so that \( \mathbb{H} \) has the expected \( n \), rather than \( n + 1 \), independent components.

The step up or step down generators are
\[ \{ p, q \} = \sum_{\kappa=p+q} \left[ N^{(\kappa)}(p, q) - N^{(\kappa)}(p, -q) \right], \] (III.4.3)
with
\[ p, q = 1, 2, \ldots, n+1, \text{ or } -1, -2, \ldots, -(n+1), \]
\[ \kappa = 1, 2, \ldots, \left[ \frac{n-1}{2} \right] + 1, \] (III.4.4)
where the symbol \( \left[ (n-1)/2 \right] \) is defined in eqn. (III.1.62).
b. **Realizations of the irreps**

We note that (III.1.42)-(III.1.44) are modified by the replacement

\[ \mu_p \rightarrow \chi_p : \quad [H, \alpha^{(\kappa)^{+}}(p)] = \chi_p \alpha^{(\kappa)^{+}}(p), \text{ etc.} \]  

(III.4.5)

**Scalar irrep**

It is defined as for \( D(n) \), but with index ranges as given in (III.4.4).

**The two elementary irreps**

We have

\[ F : \quad [\chi_p, [l_1]] = \alpha^{(\kappa)^{+}}(p) |0\rangle, \]  

(III.4.6)

\[ F' : \quad [-\chi_p, [l_n]] = \alpha^{(\kappa)^{+}}(-p) |0\rangle, \]  

(III.4.7)

\[ p = 1, 2, \ldots, n+1. \]

**The other basic irreps**

They are obtained by taking the antisymmetric parts of the Kronecker products of \( \alpha^{(\kappa)^{+}}(p) \)-s or \( \alpha^{(\kappa)^{+}}(p) \)-s. For \( n \) odd, \( \kappa = \kappa_{\text{max}} = \lceil (n-1)/2 \rceil + 1 \), and both \( \alpha^{(\kappa)^{+}}(p) \) and \( \alpha^{(\kappa)^{+}}(p) \) products lead to the same irrep.

**The adjoint irrep**

All other irreps can now be constructed. However, because of the special role it plays, we once more specifically give the adjoint irrep. It is

\[ \left\{ \begin{array}{l}
[l_{\mu_p - \mu_q}, [l_1, l_n]] = \alpha^{(\kappa)^{+}}(p) \alpha^{(\kappa)^{+}}(-q) |0\rangle, \\
p \neq q,
\end{array} \right. \]

(III.4.8.a)

\[ [l_{0_p}, [l_1, l_n]] = \left( \frac{n+1}{n} \right)^{\kappa} \left[ \alpha^{(\kappa)^{+}}(p) \alpha^{(\kappa)^{+}}(-p) - \frac{1}{n+1} \sum_{\ell=1}^{n+1} \alpha^{(\kappa)^{+}}(\ell) \alpha^{(\kappa)^{+}}(-\ell) \right] |0\rangle, \]

(III.4.8.b)

\[ p, q, \ell = 1, 2, \ldots, n+1, \]
with the redundancy

\[ \sum_{p=1}^{n+1} \Omega_p, [l_1, l_n] = 0. \]  (III.4.8.c)

5. **Casimir Operators in Terms of sho Number Operators**

Considerable simplification results if the sho number operators, rather than the generators of the algebras, are used to construct Casimir operators. Moreover, the eigenvalues of the Casimir invariants so constructed have a simple and direct relationship to the Dynkin-Patera labeling scheme for irreps. A hint of this simplification is given by the example of \( A(1) \cong SU(2) \). The only Casimir operator in this case is \( C_2 \), which is second order in the generators. However, it can also be expressed as a quadratic operator function of the total number operator. In terms of sho operators (\( a^+ \)-s and \( a^- \)-s), \( C_2 \) is biquadratic in \( a^+ \) and \( a \) (i.e. of form \( a^+ a a^+ a \)) while the number operator is bilinear in \( a^+ \) and \( a \) (i.e. of form \( a^+ a \)).

While \( C_2 \) has the eigenvalues

\[ j(j+1), \quad j = 0, \frac{1}{2}, 1, \ldots \]  (III.5.1)

the number operator has the eigenvalues

\[ n, \quad n = 0, 1, 2, \ldots \]  (III.5.2)

and the two sets of eigenvalues are related by

\[ n = 2j. \]  (III.5.3)

Moreover, \( n \) is precisely the Dynkin-Patera index for \( A(1) \). Clearly, the number operator can play the role of a Casimir invariant in this case, and is much simpler than \( C_2 \).

We again discuss each type of classical group separately and provide the most details for \( D(n) \).

a. **\( D(n) \)**

Define, first, the total number operator, \( N \),
\[ N_{(1)} \equiv \sum \ N^{(\kappa)}(p), \quad p = \pm 1, \pm 2, \ldots, \pm n, \]
\[ \kappa = 1, 2, \ldots, \kappa_{\text{max}}, \quad \kappa_{\text{max}} = n - 2. \]  

(III.5.4)

For all the irreps we have constructed and can construct, \( N_{(1)} \) will have zero or positive integer eigenvalues, which we shall label \( n_{(1)} \).

Next, we construct the "unmatched pair" operator \( N_{(2)} \), where

\[ N_{(2)} \equiv \sum \{ N^{(\kappa_1)}(p) N^{(\kappa_2)}(q) + (\kappa_1, \kappa_2) \} \]
\[ \equiv \sum \text{Sym}^{(\kappa_1, \kappa_2)} N^{(\kappa_1)}(p) N^{(\kappa_2)}(q), \]  

\[ \kappa_1 \neq \kappa_2, \quad |p| \neq |q| \]  

(III.5.5)

and eqn. (III.5.5) serves to define the symbol \( \text{Sym}^{(\kappa_1, \kappa_2)} \): \( \text{Sym}^{(\kappa_1, \kappa_2)} \) is obtained from \( \text{Det}(\kappa_1, \kappa_2) \), defined in (III.1.51) by setting all negative signs arising from the determinant positive. \( N_{(2)} \) will have eigenvalues \( (n_{(2)})^2 \) for all irreps, where \( n_{(2)} \) will be zero or a positive integer.

In a similar way, we can define \( \text{Sym}^{(\kappa_1, \kappa_2, \kappa_3)} \) from \( \text{Det}(\kappa_1, \kappa_2, \kappa_3) \), with eigenvalues \( (n_{(3)})^3 \), and so on. In other words, we can construct

\[ N_{(\omega)} \quad (\omega = 1, 2, \ldots, \kappa_{\text{max}}) \]
\[ \kappa_{\text{max}} = n - 2. \]  

(III.5.6)

Finally, we define the total spinor number operators,

\[ N_{(\pi)} \equiv \sum_{(\pi)} N(p + q + r \ldots), \quad \pi = \sigma, \epsilon, \]  

(III.5.7)
where $o(n)$ stands for summations over index sets $(p, q, r \ldots)$ involving an odd (even) number of negative indices. The operators $N_{(n)}$ have eigenvalues $n_{(n)}$.

The operators $N_{(\omega)}$ and $N_{(\pi)}$ defined in eqns. (III.5.6) and (III.5.7) can play the role of the $n$ Casimir invariants of the group $D(n)$. Their eigenvalues, $n_{(\omega)}$ and $n_{(\pi)}$, can be used to label a given irrep. It can be shown that they are simply related to the Dynkin-Patera indices $\ell^{(\omega)}$, where

$$
(\ell^{(t)}, \ldots, \ell^{(t)}, 0, 0, l^{(t+3)}, \ldots) \equiv [\ell^{(t)}, \ldots, \ell^{(t)}, l^{(t+3)}, \ldots].
$$

(III.5.8)

The l.h.s of (III.5.8) is the usual Dynkin-Patera notation, and its r.h.s. is the notation of the present paper. The usual Dynkin-Patera indices $\ell^{(\omega)}$, $\ell^{(\pi)}$ are related to the eigenvalues $n_{(\omega)}$, $n_{(\pi)}$ by

$$
\ell^{(\omega)} = \sum_{\beta=\omega}^{\kappa_{\max}} (-1)^{\omega-\beta} (\beta_{\omega}^{\beta}) n_{(\beta)},
$$

(III.5.9)

$$
\omega = 1, 2, \ldots, \kappa_{\max}; \quad \kappa_{\max} = n-2,
$$

where $\left(\begin{array}{c} \beta \\ \omega-\beta \end{array}\right)$ are the binomial coefficients, and

$$
\ell^{(\pi)} = n_{(\pi)} \quad \pi = o, e. \tag{III.5.10}
$$

The inverse of (III.5.9) is

$$
n_{(\beta)} = \sum_{\omega=\beta}^{\kappa_{\max}} (\omega_{-\beta}) \ell^{(\omega)}. \tag{III.5.11}
$$

b. $E(n)$

The operators $N_{(\omega)}$ and $N_{(\pi)}$ are defined the same way as for $D(n)$, except the argument, $p$, of $N^{(\omega)}(p)$ in $N_{(\omega)}$ (but not in $N_{(\pi)}$) has

$$
p = 0, \pm 1, \pm 2, \ldots, \pm n,
$$

(III.5.12)

and

$$
\kappa_{\max} = n-1. \tag{III.5.13}
$$
There is only one total spinor number operator:

\[ \mathcal{N}_t \equiv \mathcal{N}_w + \mathcal{N}_e. \tag{III.5.14} \]

c. \( C(n) \)

This is the simplest of all cases. There are no spinor number operators. The \( \mathcal{N}_w \) are defined as in \( D(n) \), but with

\[ \kappa_{\text{max}} = n. \tag{III.5.15} \]

d. \( \Lambda(n) \)

There are no spinor number operators. The results are slightly complicated by the fact that irreps are constructed from both \( f \) and \( \bar{f} \).

We thus have

\[ \mathcal{N}_f \equiv \sum \mathcal{N}^{(\kappa)}(\rho), \tag{III.5.16} \]

and

\[ \overline{\mathcal{N}}_f \equiv \sum \mathcal{N}^{(\kappa)}(-\rho), \tag{III.5.17} \]

with \( \mathcal{N}_w \) and \( \overline{\mathcal{N}}_w \), \( \omega = 2, 3, \ldots, \kappa_{\text{max}} \), similarly defined. The eigenvalues \( n_w \) and \( \overline{n}_w \) also constitute obvious generalizations from the \( D(n) \) case. The Dynkin-Patera labeling is

\[ (\ell^{(1)}, \ell^{(2)}, \ldots, \ell^{(\kappa_{\text{max}})}, \overline{\ell}^{(\kappa_{\text{max}})}, \ldots, \overline{\ell}^{(2)}, \overline{\ell}^{(1)}), \text{ for } n \text{ even}, \tag{III.5.18} \]

and

\[ (\ell^{(1)}, \ell^{(2)}, \ldots, \ell^{(\kappa_{\text{max}})}, \overline{\ell}^{(\kappa_{\text{max}})}, \ldots, \overline{\ell}^{(2)}, \overline{\ell}^{(1)}), \text{ for } n \text{ odd.} \]

Equations (III.5.9) and their inverses (III.5.11) hold separately for \( [\ell_w, n_{(w)}] \) and for \( [\overline{\ell}_w, \overline{n}_{(w)}] \).
It is understood that all irreps [including the irreps with spinor content
in $B(n)$ and $D(n)$, and those with $f$ and $\bar{f}$ content in $A(n)$] are "sho reduced", as
discussed at the end of Section III.1. That is, whether the irreps appear directly,
or as a consequence of reductions of Kronecker products, each of them must be
realized in terms of a minimal monomial or polynomial of $a^+\cdot s$ operating on the
vacuum, and a minimal number of $\kappa$ superscripts must be used.

IV. EXCEPTIONAL GROUPS

Our emphasis in this section will be on the realization of the algebras. The
treatment of the irreps will be much sketchier than for the classical groups.
We will give explicit expressions at most for the elementary irreps, often not
even for all of these. However, for every exceptional group, the irreps given
will be sufficient to generate all other irreps through Kronecker products.

The strategy we follow is the same as that which led to the realization of
the $D(n)$ and $B(n)$ algebras, yielding spinor irreps in terms of Bose oscillators:
we embed each exceptional group of rank $n$, $g_n$, in an orthogonal group $G_N$
of higher rank, such that $N$ is as small as possible and $g_n$ is a non-regular subgroup of $G_N$.
It must be emphasized in this connection that, in obtaining the phases which
appear, those algebraic conditions in (II.4) for which the structure constants
vanish can play an important role. In general they do not lead to additional
independent constraints on the phases. However, in the case of $F(4)$ and $E(8)$,
where the lowest dimensional elementary irreps contain more than one vanishing
weight, such relations play a crucial role and lead to complex phase factors.

We consider each of the exceptional groups in order of increasing rank, and
emphasize results, rather than the details of the ways in which these results
have been obtained. We do this both for the sake of brevity, and because the
approach we follow has been adequately illustrated in ref. 19 and in our present
Section III.1.
1. $G(2)$

a. Realization of the algebra

We note that
\[ B(3) \supset G(2), \] (IV.1.1)
and that the relation
\[ \begin{array}{c}
L_{1} \rightarrow L_{2} \\
F \rightarrow f_{1} \\
7 \rightarrow 7
\end{array} \] (IV.1.2)
holds\(^{37}\), where $f_{1}$ is one of the two elementary irreps of $G(2)$. The other is $f_{2}$, where
\[ f_{2} \equiv \alpha \equiv \begin{bmatrix} 1 \\ 1 \end{bmatrix}, \quad \text{dim. } f_{2} = 14. \] (IV.1.3)

We project from the $\Delta$ weight space of $B(3)$ to the $\mu$ weight space of $G(2)$:
\[ \begin{array}{c}
\Delta \rightarrow 0 \\
\Delta_{p} \rightarrow \chi_{p} = \mu_{p} - \frac{1}{3} \sum_{q=1}^{3} \mu_{q}, \quad p = \pm 1, \pm 2, \pm 3.
\end{array} \] (IV.1.4)

Because of (II.15), the actual weight space of $G(2)$ is two-, and not three-dimensional.

The projection\(^{38}\) of the roots of $B(3)$ into roots of $G(2)$ is
\[ \begin{array}{c}
\Delta_{p} \rightarrow \chi_{p}, \\
\Delta_{p} \rightarrow \chi_{p}, \quad 2 \text{ roots},
\end{array} \] (IV.1.5)
\[ \begin{array}{c}
\Delta \rightarrow \chi_{p}, \quad p \neq q \neq r, \\
\Delta \rightarrow \chi_{p}, \quad 2 \text{ roots},
\end{array} \] (IV.1.6)

and $p, q, r$ all positive, or all negative.

The resulting generators, with the appropriate phase solutions, are
\[ H = \sum_{p} \chi_{p} H(p), \] (IV.1.7)
with
\[ H(p) = \sum_{(p)} N^{(\mu)}(p) - \frac{1}{3} \sum_{(q)} N^{(\mu)}(q), \] (IV.1.8)
\[
\{ p, q \}^3 = \varepsilon(p+q) \sum_{(p, q)} \left[ N^{(\kappa)}(p, q) - N^{(\kappa)}(p, q) \right], \quad \text{(IV.1.9)}
\]

\[
\{ \chi_p \}^3 = \frac{1}{\sqrt{2}} \sum_{\kappa=1}^{2} \left[ \sqrt{2} \left( N^{(\kappa)}(p, 0) + N^{(\kappa)}(p, 0) \right) + (-1)^{p+1} \varepsilon(-q+r) \left( N^{(\kappa)}(-q, r) - N^{(\kappa)}(-q, r) \right) \right], \quad \text{(IV.1.10)}
\]

with \( p, q, r \) in (IV.1.9) and (IV.1.10) all positive or all negative, \( p \neq q \neq r \) and \( p, q, r \) in (IV.1.10) cyclic.

As indicated in some of the explicitly written sums above, \( \kappa \) has the values

\( \kappa = 1, 2 \). \quad \text{(IV.1.11)}

b. Realization of the irreps

The scalar and \([1_2] \equiv f, \) irrep have the, by now, familiar forms, in analogy with the classical groups. The adjoint irrep is generated from the Kronecker product\(^{39} \) of two \( a^+ - s:\)

\[
[1_2] \otimes [1_2] = [0] \otimes [1_2] \oplus [1_1] \oplus [2_2]
\]

\[
f_1 \otimes f, = 1 \oplus 7 \oplus 14 \oplus 27.
\]

The explicit form of \( f_2 \) is

\[
\left\{ \chi_p, [1_2] \right\} = \left\{ \frac{1}{\sqrt{2}} \right\} \left[ \begin{array}{c}
\alpha^{(1)+}(p, -q) \\
\alpha^{(2)+}(p, -q) \\
\end{array} \right] 10 > , \quad \text{(IV.1.13.a)}
\]

\[
\left\{ \chi_p, [1_1] \right\} = \frac{1}{4} \left( p \right) \left[ \begin{array}{c}
\alpha^{(1)+}(p, -q) \\
\alpha^{(2)+}(p, -q) \\
\end{array} \right] 10 > , \quad \text{(IV.1.13.b)}
\]

\[
\left\{ \chi_p, [1_1] \right\} = \frac{1}{2} \left( p \right) \left[ \begin{array}{c}
\alpha^{(1)+}(p, -q) \\
\alpha^{(2)+}(p, -q) \\
\end{array} \right] 10 > . \quad \text{(IV.1.13.c)}
\]
We call attention to the appearance of relative phase factors in (IV.1.13.b). The elements of vanishing weight are, as in (III.4.8.b), defined redundantly [see eqn. (III.4.8.c)]. There are only two independent ones.

All other irreps can be constructed from \(f_1\) by Kronecker products.

2. \(F(4)\)

From this point on, all the exceptional groups will contain roots with spinor weights. The trick of associating Bose oscillators with such weights, whether in irreps, such as those of D(n) and B(n), or in the generators themselves, is the same one: one must find a group D(N) in which the exceptional group can be non-regularly embedded. In the present case, we have

\[
D_1(13) \supset F(4),
\]

and the relation\(^{37}\)

\[
[1, 1] \to [1_4, 1_4] \quad \quad \quad (IV.2.1)
\]

\[
f \to f_1.
\]

26 \to 26 \quad \quad \quad (IV.2.2)

The other elementary irrep of \(F(4)\) is \(f_2\),

\[
f_2 \equiv a \equiv [1, 1].
\]

The projection from \(\Lambda\)-space \([D(13)]\) to \(\mu\)-space \([F(4)]\) is

\[
\begin{align*}
\Lambda \rho & \to \mu_p \\
\Lambda (\rho + q + r + s) & \to \frac{1}{2} (\mu_p + \mu_q + \mu_r + \mu_s) \\
\Lambda_{1, 3} & \to 0
\end{align*}
\]

\[
\begin{array}{c}
p, q, r, s = \pm 1, \pm 2, \pm 3, \pm 4.
\end{array}
\]

\[
\begin{array}{c}
\end{array}
\]
The resulting projection of roots into roots is

\[ \Lambda_\mu, \quad \mu \in \mathbb{H}, \]

\[ \Lambda_{(p+q+r+s)} + \Lambda_{(p-q-r-s)} \quad \rightarrow \quad \mu_p, \quad \mu \in \mathbb{H}, \]

\[ \Lambda_{(p+q+r+s)} + \Lambda_{(p-q-r-s)} \quad \rightarrow \quad \mu_p - \mu_q, \quad |p| \neq |q| \]

and

\[ \Lambda_{(p+q+r+s)} \pm \Lambda_{(13)} \quad \rightarrow \quad \frac{1}{2} \left( \mu_p + \mu_q + \mu_r + \mu_s \right), \]

where \( \mathbb{H} \) is an element of the set \( p, q, r, s; r_1, r_2, r_3 \), are the remaining elements, and \( p, q, r, s = \pm 1, \pm 2, \pm 3, \pm 4 \). We note that the following numbers of \( \mathbb{D}(13) \) roots project to a single root of \( \mathbb{F}(4) \) of each type:

\[
\begin{align*}
6 \text{ of type } & (\text{IV.2.5}) \\
3 \text{ of type } & (\text{IV.2.6}) \\
6 \text{ of type } & (\text{IV.2.7})
\end{align*}
\]

The \( \mathbb{F}(4) \) generators in terms of sho operators are as follows:

The generators in \( \mathbb{H} \), where

\[ H = \sum_{\mu \in \mathbb{H}} \mu P \mu (p), \quad \text{ (IV.2.9)} \]

are

\[ H(p) = \sum_{(p)} N^{(\kappa)}(p) + \frac{1}{2} \sum_{(p)} N^{(\kappa)}(p+q+r+s). \quad \text{ (IV.2.10)} \]

The generators corresponding to roots of non-vanishing weight, with phase solutions explicitly given, are...
\[ \xi p-2^3 = \varepsilon(p+q) \sum_{(p',q')} \left[ N^{(\kappa)}(p,q) - N^{(\kappa)}(p'-q') \right] \\
+ \sum_{(p',q')} \psi(p,q; r^+s) N^{(\kappa)}(p'-q'; r^+s), \quad \text{(IV.2.11)} \]

\[ \xi p^3 = \frac{1}{12} \left( \sum_{(p',q')} \left[ N^{(\kappa)}(p',q') + N^{(\kappa)}(p',q')^\dagger \right] + \sum_{(p,q')} \chi(p,q'; r^+s) \left[ N^{(\kappa)}(p,q; r^+s) - N^{(\kappa)}(p,q; r^+s)^\dagger \right] \right), \quad x = \pm 13, \quad \text{(IV.2.12)} \]

\[ \xi \frac{1}{2}(p+q+r+s)^3 = \frac{1}{12} \sum_{\kappa = 1}^4 \left( \sum_{x = \pm 13} \varepsilon^{(\kappa)} \left[ N^{(\kappa)}(p+q+r+s, x) \\
+ N^{(\kappa)}(p+q+r+s, x)^\dagger \right] + \sum_{\ell = 1}^4 \chi(\ell; r^+, r^+, r^+) \times \left[ N^{(\kappa)}(-\ell, r^+, r^+, r^+) - N^{(\kappa)}(\ell, r^+, r^+, r^+) \right] \right). \quad \text{(IV.2.13)} \]

In the equations above,

\[ \kappa = 1, 2, 3, 4, \quad \text{(IV.2.14)} \]

\[ p, q, r, s = \pm 1, \pm 2, \pm 3, \pm 4, \]

\[ \ell \] is an element of the set \( p, q, r, s \) and \( r, r, r \) are the remaining elements.

The new expressions which appear in (IV.2.13) are

\[ e^{i \phi} \equiv \frac{1}{2i} \left( 1 + i \sqrt{3} \right), \quad \text{(IV.2.15)} \]

and

\[ N^{(\kappa)}(-\ell, r^+, r^+, r^+) \equiv A^{(\kappa)}(-\ell, r^+, r^+, r^+) A^{(\kappa)}(-\ell). \quad \text{(IV.2.16)} \]

The remaining phase factors \( \varepsilon(p+q), \psi(p,q;r,s) \) and \( \chi(p,q;r,s) \) are identical to the phase factors \( \varepsilon, \psi \) and \( \chi \) defined in connection with our previous discussions of \( D(4) \) and \( B(4) \) sho realizations.\textsuperscript{44}
We note the appearance, for the first time, of the complex phase factor $e^{i\rho}$, associated with the occurrence of two zero weight elements in the irrep $f_1$ of $F(4)$.

The scalar and $f_1$ irreps have the familiar forms, in analogy with the classical groups. The irrep $f_2 = a$ is generated from the Kronecker product of two $f_1$-s:


$$f_1 \otimes f_1 = \text{ s} \oplus f_1 \oplus f_2 \oplus A(2 f_1) \oplus S(2 f_1). \quad (IV/2.17)$$

$$676 = 1 + 26 + 52 + 273 + 324$$

All the other irreps can also be constructed from Kronecker products of $f_1$, but we will not explicitly display any of them.

3. E(6)

E(6) and E(7) are the simplest of the exceptional groups to treat. All of their non-vanishing roots are of the same length, and their lowest dimensional elementary irreps have no zero weight elements.

a. Realization of the algebra

The simplest embedding of E(6) is to choose

$$D(27) \supset E(6), \quad (IV.3.1)$$

with the relationships

$$[1_1] \rightarrow [1_7] \oplus [1_6]$$

$$f \rightarrow f_1 \oplus f_2, \quad f_2 \equiv \overline{f}_1. \quad (IV.3.2)$$

$$54 \quad 27 \quad 27$$

It is convenient to introduce an unnormalized $\mu_6$ basis vector, which is still orthogonal to the other, normalized, $\mu_p$-s:

$$\mu_6: \mu_6 = \frac{1}{\sqrt{3}} \quad \mu_p: \mu_p = 1, \quad p = 1, \ldots, 5. \quad (IV.3.3)$$
The projection from $\Lambda$-space $[D(27)]$ to $\mu$-space $[E(6)]$ is

\[
\begin{align*}
\Lambda(p-6) &\rightarrow \pm \mu_p - \mu_6 \\
\Lambda(p+q+r+s+t+6) &\rightarrow \frac{1}{2} \left[ \sum_{\ell \in \Lambda_0} (\pm) \mu_p + \mu_6 \right] \\
\Lambda_{27} &\equiv \Lambda(2,6) \rightarrow 2 \mu_6
\end{align*}
\]

(IV.3.4)

where the number of negative signs of $p$, ..., $t$ on the left and right of the second expression above is even.

We note that

\[
\Lambda(p+...+t+6) = \Lambda(-p-...-t-6) \rightarrow \frac{1}{2} \left[ \sum_{\ell \in \Lambda_0} (\pm) \mu_p - \mu_6 \right],
\]

(IV.3.5)

where the number of negative signs of $p$, ..., $t$ is odd, i.e. the number of negative signs in $\Lambda$ indices and in front of $\mu$-s is always odd, if the index 6 is included.

The projection of roots into roots\footnote{\textsuperscript{a6}, \textsuperscript{a5}} is

\[
\begin{align*}
\Lambda(p-6) - \Lambda(q-6) &\rightarrow \mu_p - \mu_q \\
\Lambda(p+6) + \Lambda(q+6) &\rightarrow \mu_p + \mu_q \\
\Lambda(p-q+r+s+t+6) - \Lambda(-p+q+r+s+t+6) &\rightarrow \mu_p - \mu_q \\
{p, q, \ldots, t} &\equiv \pm 1, \ldots, \pm 5
\end{align*}
\]

(IV.3.6)

where the number of negative signs in $p, q, r, \ldots, t$ is even,

\[
\begin{align*}
\Lambda(p+q+r+s+t-6) + \Lambda(2,6) &\rightarrow \frac{1}{2} \left[ \sum_{\ell \in \Lambda_0} (\pm) \mu_p + \mu_6 \right] \]

(IV.3.7)

where the number of negative signs in $p, q, r, s, t$ is odd, $\ell$ is an element of the set $p, q, r, s, t$ and $r_1, r_2, r_3, r_4$ are the remaining elements,
\[
\Lambda(p+q+r+s+t+6) - \Lambda_{(2,6)} \Rightarrow \frac{1}{2} \left[ \Sigma_{(e)} (\pm 2 \mu_p - 3 \mu_e) \right],
\]

where the number of negative signs in \(p,q,r,s,t\) is odd.

Six \(D(27)\) roots project into one \(E(6)\) root of each type.

The \(E(6)\) generators in terms of sho operators are as follows:

The generators in \(H\), where

\[
H = \Sigma_{\mu_p} H(p) + \Sigma_{\mu_e} [H(6) - H(-6)]
\]

are

\[
H(p) = \Sigma_{(p)} N^{(\kappa)}(p+x) + \frac{1}{2} \Sigma_{(p)} N^{(\kappa)}(p+q+r+s+t+x),
\]

\(x = \pm 6\),

and

\[
H(6) = \Sigma_{(6)} N^{(\kappa)}(p+6) + \Sigma_{(6)} N^{(\kappa)}(p+q+r+s+t+6) + 2 \Sigma_{(6)} N^{(\kappa)}(2,6).
\]

The generators corresponding to roots of non-vanishing weight, with real phase factors, and explicit solutions given, are\(^5\)

\[
\begin{align*}
\{p+q \pm \epsilon(p+q) \Sigma_{(p,q)} \epsilon(x) & \left[ N^{(\kappa)}(p+q+r+s+t+x) - N^{(\kappa)}(-p-x-q-x) \right] \\
& + \Sigma_{(p,q)} \psi(p,q,r,s,t) [N^{(\kappa)}(p+q+r+s+t+6) - N^{(\kappa)}(p+q-r-s-t-6)] \\
& \times = \pm 6,
\end{align*}
\]

\[
\begin{align*}
\{\frac{1}{2} (p+q+r+s+t) & \Sigma_{(6)} \frac{1}{2} (6) \} \Sigma_{k=1}^{5} \left[ N^{(\kappa)}(p+q+r+s+t+6) - N^{(\kappa)}(-p-q-r-s-t-6) \right] \\
& + \Sigma_{k=1}^{5} \frac{1}{2} \chi(\ell \pm r_2, r_3, r_4) [N^{(\kappa)}(-\ell \pm r_2 + r_3 + r_4 \pm 6) - N^{(\kappa)}(\ell \pm r_2 - r_3 - r_4 \pm 6)],
\end{align*}
\]

\(\)
with the upper (lower) signs, taken together, and with the following minus sign parities of the indices:

\[
\begin{align*}
\frac{1}{2} \left( p + q + r + s + t \right) & \left( \frac{5}{2} \right) \quad \text{overall odd, including 6} \\
N^{(\kappa)}(\ldots), a^{(\kappa)}(\ldots) & \quad \text{overall even, including 6}
\end{align*}
\]  

\( \text{IV.3.14} \)

The following new \( N^{(\kappa)} \)-s and their definitions are

\[
N^{(\kappa)}(p + q + r + s + t + \tilde{\omega}_5(6)) \equiv a^{(\kappa)}(p + q + r + s + t \tilde{\omega}_5(6)) \ a^{(\kappa)}(\tilde{\omega}_5(6)), \quad \text{(IV.3.15)}
\]

and

\[
N^{(\kappa)}(-l + r_1 + r_2 + r_3 + r_4 + \tilde{\omega}_5(6)) \equiv a^{(\kappa)}(-l + r_1 + r_2 + r_3 + r_4 + \tilde{\omega}_5(6)) \ a^{(\kappa)}(-l \tilde{\omega}_5(6)). \quad \text{(IV.3.16)}
\]

We note that, in order to construct all irreps, we must take

\[
\kappa = 1, \ldots, 5. \quad \text{(IV.3.17)}
\]

In many ways, \( \mu_5 \) plays the role of the zero weights in \( B(n) \).

The phase factors \( \psi \) and \( \chi \) are identical to those defined in connection with our previous discussion of \( D(5) \) and \( B(5) \) sho realizations [6].

b. Realizations of the irreps

The irreps have the familiar forms, in analogy with the classical groups. However, because of reality requirements, it was necessary to embed \( E(6) \) in a larger group in such a way that \( f_1 \) of the larger group went into both \( f_1 \) and \( \tilde{f}_1 \) of \( E(6) \) [see eqn. (IV.3.2)]. We stress this feature by explicitly exhibiting the \( f_1 \) and \( \tilde{f}_1 \) irreps:

\[
\begin{align*}
|l(e), \mu_p - \mu_c, [1, \lambda] \rangle & = a^{(\kappa)}(\epsilon, p - 6) |0\rangle \\
|l(\frac{1}{2} \leq \epsilon, (\mu_p + \mu_c), [1, \lambda] \rangle & = a^{(\kappa)}(p + q + r + s + t + 6) |0\rangle \\
|2 \mu_c, [1, \lambda] \rangle & = a^{(\kappa)}(2(6)) |0\rangle
\end{align*}
\]  

\( \text{IV.3.18} \)
and

\[
\begin{align*}
1(\pm\mu_{\ell}\mu_\ell' + \mu_{\ell'}\mu_\ell), [t_{15}] & = \alpha^{(\kappa)^+}(\pm\mu_{\ell} + \mu_{\ell'})10 > \\
\left(\frac{1}{2}\leq \pm\mu_{\ell} - \mu_{\ell'}\right), [t_{15}] & = \alpha^{(\kappa)^+}(p+q+r+s+t-6)10 > \\
1 - 2\mu_6, [t_{15}] & = \alpha^{(\kappa)^+}(-2(6))10 > .
\end{align*}
\]

\hspace{2cm} (IV.3.19)

The irrep \( f_3 \equiv a \) is generated from the Kronecker product\(^{39} \) of \( f_1 \) and \( \overline{f_1} = f_2 \)

\[
\begin{align*}
[l_1] \otimes [l_{15}] & = [0] \oplus [l_6] \oplus [l_1, l_{15}] \\
f_1 \otimes f_2 & = \leq \oplus f_3 \oplus (f_1f_2) \\
726 & = 1 + 78 + 650 .
\end{align*}
\]

\hspace{2cm} (IV.3.20)

All other irreps can also be generated from Kronecker products.

4. \( E(7) \)

The simplest embedding of \( E(7) \) is

\[
\mathcal{D}(28) \supset E(7) ,
\]

\hspace{1cm} (IV.4.1)

with the relations\(^{37} \)

\[
\begin{align*}
[l_1] & \rightarrow [l_6] \\
f & \rightarrow f_1 \\
56 & \rightarrow 56 .
\end{align*}
\]

\hspace{1cm} (IV.4.2)

As in the case of \( E(6) \), it is convenient to introduce an unnormalized basis vector\(^{18} \), this time \( \mu_7 \):

\[
\begin{align*}
\langle \mu_7, \mu_7 \rangle & = \frac{1}{2} , \\
\mu_p \cdot \mu_q & = \delta_{pq} , \quad \mu_p \cdot \mu_7 = 0 , \quad p, q = 1, \ldots , 6 .
\end{align*}
\]

\hspace{1cm} (IV.4.3)
The projection from \( \Lambda \) space \([D(28)]\) to \( \mu \) space \([E(7)]\) is

\[
\begin{align*}
\Lambda (\pm p \pm 7) & \rightarrow \pm \mu_p \pm \mu_7 \\
\Lambda_{(0)} (p+q+r+s+t+u) & \rightarrow \frac{1}{2} \sum_{(0)} (\pm) \mu_p \\
p, q, \ldots, u & = \pm 1, \ldots, \pm 6.
\end{align*}
\] (IV.4.4)

The projection of roots into roots\(^{4, 6, 85}\) is

\[
\begin{align*}
\Lambda (p+7) - \Lambda (q+7) & \rightarrow \mu_p - \mu_q \\
\Lambda (p-7) - \Lambda (q-7) & \rightarrow \mu_p + \mu_q \\
\Lambda_{(0)} (p+q+r+s+t+u) + \Lambda_{(0)} (p-q-r-s-t-u) & \rightarrow \sum_{(0)} \mu_p \\
\Lambda (p, q, 7) + \Lambda (-p, q, 7) & \rightarrow \frac{1}{2} \sum_{(0)} \mu_p + \frac{1}{2} \mu_q.
\end{align*}
\] (IV.4.5)

and

\[
\begin{align*}
\Lambda (-l + r_1 + r_2 + r_3 + r_4 + r_5) + \Lambda (l, q, 7) & \rightarrow \frac{1}{2} \sum_{(0)} (\pm) \mu_p + \frac{1}{2} \mu_7 \\
\Lambda (\pm p_1, \pm p_2, \pm p_3) + \Lambda (\pm p_4, \pm p_5, \pm p_6) & \rightarrow \frac{1}{2} \sum_{(0)} (\pm) \mu_p + \frac{1}{2} \mu_7.
\end{align*}
\] (IV.4.7)

where \( \ell \) is one element of the set \( p, q, \ldots, u \) and \( r_1, \ldots, r_5 \) are the remaining elements.

Six \( D(28) \) roots project into one \( E(7) \) root of each type.

The \( E(7) \) generators in terms of sho operators are given as follows:

The generators in \( H \), where

\[
H = \sum \mu_p \mathcal{H}(p) + \mu_7 \left( \mathcal{H}(7) - \mathcal{H}(-7) \right)
\] (IV.4.8)

are:

\[
\mathcal{H}(p) = \sum_{(p)} N^{(p)}(p+x) + \frac{1}{2} \sum_{(p)} N^{(p)}(p+q+r+s+t+u),
\] (IV.4.9)

\[
\mathcal{H}(7) = \sum_{(7)} N^{(7)}(p+7).
\] (IV.4.10)
The generators corresponding to roots of non-vanishing weight, with real phase factors, and explicit solutions given\(^3\), are

\[
\begin{align*}
\{ p - q \} &= \varepsilon(p+q) \sum_{(p, q, x, \bar{x}, -x)}^\nu \left[ N^{(\kappa)}(p+x, q-x) - N^{(\kappa)}(p-q, x, -q-x) \right] \\
\quad &+ \sum_{(p, q, r, s, t, u)}^\nu \psi_{(e)}(p, q, r, s, t, u) N^{(\kappa)}_{(e)}(p-q, r+s+t+u), \quad x = \pm 7, \tag{IV.4.11}
\end{align*}
\]

\[
\{ 2 \} = \sum_{(7)}^\nu \left[ N^{(\kappa)}(p+7, p-7) - N^{(\kappa)}(p-7, p+7) \right], \tag{IV.4.12}
\]

with \([-2(7)]\) the hermitean conjugate of (IV.4.12), and

\[
\begin{align*}
\{ \frac{1}{2} (p+q+r+s+t+u) \} &= \sum_{\kappa=1}^{6} \sum_{\ell=1}^{6} \xi_{(e)}^{(\kappa)}(\ell \mid r, \ldots, r_c) \\
\quad &\times \left[ N^{(\kappa)}_{(e)}(-\ell \mid r_1 + \ldots + r_c) - N^{(\kappa)}(\ell \mid r_1 + \ldots + r_c) \right]. \tag{IV.4.13}
\end{align*}
\]

We note that only even (odd) numbers of negative indices \(p, q, r, s, t, u\) appear in

\[
\xi_{(e)}^{(\kappa)}(\ell \mid r_1 + \ldots + r_c) \left( N^{(\kappa)}_{(e)}(p-q+r+s+t+u), a^{(\kappa)}(p-q+r \ldots) \right).
\]

The new \(N^{(\kappa)}\) which appears in (IV.4.13) is defined as

\[
N^{(\kappa)}_{(e)}(-\ell \mid r_1 + \ldots + r_c) \equiv a^{(\kappa)}(-\ell + r_1 + \ldots + r_c) a^{(\kappa)}(-\ell \mid \bar{r_1} + \ldots). \tag{IV.4.14}
\]

We have not succeeded in obtaining simple algebraic expressions for the real phase factors \(\psi_{(e)}\) and \(\xi_{(e)}\) which appear in eqns. (IV.4.11) and (IV.4.13), respectively. However, they can easily be generated in tabular form from the following algebraic conditions, generated from the E(7) algebra, with E(7) phase solutions as given in ref. 18:
\[ \xi_{(e)}(71l; r_j, \ldots, r_\ell) = -\xi_{(e)}(-71-l; -r_j, \ldots, -r_\ell), \tag{IV.4.15} \]

\[ \xi_{(e)}(71p; q, \ldots, u) \xi_{(e)}(71q; p, \ldots, u) = \prod_{(p, q)} \varepsilon(p+q, p+q) \prod_{(q, r)} \varepsilon(q+r, q+r), \tag{IV.4.16} \]

\[ \xi_{(e)}(71l; r_j, \ldots, r_\ell) \xi_{(e)}(-71l; r_j, \ldots, r_\ell) = (-1)^{\ell-}, \tag{IV.4.17} \]

\[ \psi_{(e)}(p; q, r_j, \ldots, r_\ell) = -\varepsilon(p+q) \xi_{(e)}(71p; q, \ldots, u) \xi_{(e)}(71q; p, \ldots, u), \tag{IV.4.18} \]

where \( \ell- \) are all possible values of negative indices. The tables can be generated, starting with the choice of a suitable set of \( \xi_{(e)}-s \), and using (IV.4.15)-(IV.4.18) to obtain the remaining \( \xi_{(e)}-s \) and the \( \psi_{(e)}-s \). [The latter are the phases \( \psi_{(e)} \) which appear in the appropriate expressions for D(6) and B(6)]. We have done so, but will not further encumber the present work by listing our specific results.

The scalar and \( f_1 \) irreps have the familiar forms, in analogy with the classical groups. The irreps \( f_2 \equiv a \) and \( f_3 \) can be generated, as follows\(^{39}\):

\[ f_2: \quad [1_6] \otimes [1_6] = [0] \oplus [1_7] \oplus [1_5] \oplus [2_6] \]

\[ f_1 \otimes f_1 = 5 \oplus f_2 \oplus A(2f_1) \oplus S(2f_1) \quad \text{ (IV.4.19)} \]

\[ 3_136 = 1 + 133 + 1539 + 1463^t, \]

\[ f_3: \quad [1_6] \otimes [1_7] = [1_6] \oplus [1_7] \oplus [1_5] \oplus [1_6] \]

\[ f_1 \otimes f_2 = f_1 \oplus f_3 \oplus (f_1 f_2) \quad \text{ (IV.4.20)} \]

\[ 7_148 = 56 + 912 + 6_480^t, \]

All other irreps can be generated from appropriate Kronecker products.

5. **E(8)**

The consideration of E(8) is straightforward, but algebraically tedious, largely because of the eight irrep elements of vanishing weight in \( f_1 \equiv a \).
Because of this fact, the solutions for the complex phase factors need to be given in tabular form. In the interests of brevity, we have only given the algebraic constraint equations for these phase factors.

The simplest embedding of \( E(8) \) is to choose

\[
D(124) \supset E(8),
\]

with the relations\(^3\)

\[
[1,] \rightarrow [1,], \\
\mathbf{f} \rightarrow \mathbf{f}_1, \quad \mathbf{f}_1 \equiv \alpha.
\]

The projection from \( \lambda \)-space \([D(124)]\) to \( \mu \)-space \([E(18)]\) is

\[
\begin{align*}
\lambda(p-q) &\rightarrow \frac{\mu}{p} - \frac{\mu}{q} \\
\lambda_{(\infty)}(p+q+r+s+t+u+v+w) &\rightarrow \frac{1}{2} \sum_{i=1}^{(\infty)} \mu_i p_i \\
\lambda_0 &\rightarrow 0
\end{align*}
\]

\[\Rightarrow \quad \mathbf{p}, \mathbf{q}, \ldots, \mathbf{w} = \pm 1, \ldots, \pm 8.
\]

The projection of roots into roots\(^4, 5\) is

\[
\begin{align*}
\lambda(p-q) &\pm \lambda_0 \quad \mathbf{p}, \mathbf{q} = 12, 2, 3, 4 \\
\lambda(p-r) + \lambda(r-q), \quad 1p1 \neq 1q1 \neq 1r1 &\rightarrow \frac{\mu}{p} - \frac{\mu}{q} \\
\lambda_{(\infty)}(p+q+r+\ldots+w) + \lambda_{(\infty)}(p-q-r-\ldots-w) &\rightarrow \frac{1}{2} \sum_{i=1}^{(\infty)} (\pm) \mu_i p_i
\end{align*}
\]

and

\[
\begin{align*}
\lambda_{(\infty)}(p+q+\ldots+w) &\pm \lambda_0 \quad \mathbf{p}, \mathbf{q} = 12, 2, 3, 4 \\
\lambda_{(\infty)}(-\mathbf{l}_1 - \mathbf{l}_2 + r_1 + \ldots + r_6) + \lambda(\mathbf{l}_1 + \mathbf{l}_2) &\rightarrow \frac{1}{2} \sum_{i=1}^{(\infty)} (\pm) \mu_i p_i
\end{align*}
\]
where $l_1$ and $l_2$ are two elements of the set $p, q, \ldots w$ and $r_1, \ldots, r_6$ are the remaining elements of the set.

Thirty-six $D(124)$ roots project into one $E(8)$ root of each type.

The $E(8)$ generators in terms of sho operators are given as follows:

The generators in $H$, where

\[ H = \sum \lambda_p H(p) \]  

are

\[ H(p) = \sum_{(p, q)}^{+} \{(N^{(k)}(p-r) + \frac{1}{2} \sum_{(p)} N^{(k)}_{(0)}(p+q+\ldots+w)) \} \] (IV.5.6)

The generators corresponding to roots of non-vanishing weight, with most of the phase solutions explicitly given, are

\[ \{p-q\} = \frac{1}{2} \sum_{(p, q)}^{+} \omega(p-q, z) [N^{(k)}(p-q, z) + N^{(k)}_{(0)}(p+q, z)] + \sum_{(p, q, r)} \lambda(p, q, r)[N^{(k)}(p-r, q) - N^{(k)}_{(0)}(p+r, q-r-g)] + \sum_{(p, q)} \psi_{(k)}(p, q, r, \ldots, w) N^{(k)}_{(0)}(p-q, r+q+\ldots+w) \] (IV.5.8)

and

\[ \frac{1}{4}(p+q+\ldots+w) = \sum_{(p)}^{+} \sum_{z=+124}^{+} e^{i \zeta_{(0)}(p, \ldots, w, j, z)} \]

\[ \times [N^{(k)}_{(0)}(p+q+\ldots+w, z) + N^{(k)}_{(0)}(-p-q+\ldots+w, z)] + \sum_{(l, m, n)} \psi_{(l, m, n)}(l, m, n, r, \ldots, r_6) \]

\[ \times [N^{(k)}_{(0)}(-l-m, n+q+\ldots+r_6) - N^{(k)}_{(0)}(l+m, n-r, \ldots-r_6)] \] (IV.5.9)

with

\[ \zeta_{(0)}(p, \ldots, w, j, z) = \varepsilon(n-n_+) (-1)^{\frac{z}{6}} \frac{z}{6} \] (IV.5.10)
In eqn. (IV.5.10), \( n_+ \) are the number of positive (negative) indices \( p, q, \ldots, w \).

The factors \( \frac{1}{2} \) in eqns. (IV.5.8) and (IV.5.9) are introduced so that the remaining coefficients are phase factors. The definition of \( \Psi_{(o)} ^{(c)} \) is given in eqn. (IV.2.16). The phase factor \( d(p, q, r) \) is defined in eqn. (III.1.3) and \( \Psi_{(c)} \) first makes its appearance above in connection with \( D(8) \).

We have not been able to obtain a general form for the remaining set of phase factors, \( \omega(p-q; z) \). One can obtain a tabular form of these terms by generating them from the solutions for the set of simple roots. Since we are principally concerned in this paper with demonstrating the existence of sho realizations of algebras and irreps, we will not give the details of the results, but will provide the equations constraining the \( \omega \)'s for simple roots.

A set of eight simple roots of \( E(8) \) can be taken to be

\[
\begin{align*}
\beta_1 & = \beta_1^p = \beta_1^q, \\
\beta_2 & = \beta_2^r, \\
\beta_3 & = \beta_3^s, \\
\beta_4 & = \beta_4^t, \\
\beta_5 & = \beta_5^u, \\
\beta_6 & = \beta_6^{p q r s t}, \\
\beta_7 & = \beta_7^{w}, \\
\beta_8 & = \beta_8^{v},
\end{align*}
\]

with the Dynkin-Patera ordering, \( \bar{j}, \tilde{j} = 1, \ldots, 8 \), of simple roots and the definitions

\[
\begin{align*}
\beta_8^{p q r s t} & = \mu_1^{p - \mu_2^{p q r s t}}, \\
\beta_8^{w} & = \frac{1}{2} (-\mu_1^{p - \mu_2^{p q r s t} + \mu_3^{w} + \mu_4^{w} + \mu_5^{w}), \quad \text{etc.}
\end{align*}
\]

The conditions on the \( \omega \)'s associated with \( \beta_1, \ldots, \beta_7 \) and \( \beta_8 \) are

\[
\begin{align*}
\sum_{\tilde{z}} \omega(\bar{j}; \tilde{z}) \omega^*(\bar{j}; \tilde{z}) & = 4 \beta_\frac{7}{2}, \\
\sum_{\tilde{z}} \omega(\bar{j}; \tilde{z}) e^{i(-1)^{\tilde{z}\eta/6}} & = 4 \delta_{\tilde{j} \tilde{s}}, \\
\sum_{\tilde{z}} \omega(\bar{j}; \tilde{z}) & \mathcal{E}^{i(-1)^{\tilde{z}\eta/6} = 0, \\
\bar{j}, \bar{k} & = 1, 2, 3, 4, 5, 6.
\end{align*}
\]
The scalar and $f_1 \equiv a$ irreps have the familiar form. The irreps $f_2$ and $f_3$ can be generated in a fashion analogous to the method used in E(7):

$$f_2: \begin{bmatrix} l_1 \end{bmatrix} \otimes \begin{bmatrix} l_1 \end{bmatrix} = \begin{bmatrix} 0 \end{bmatrix} \oplus \begin{bmatrix} l_i \end{bmatrix} \oplus \begin{bmatrix} l_7 \end{bmatrix} \oplus \begin{bmatrix} l_2 \end{bmatrix} \oplus \begin{bmatrix} 2_i \end{bmatrix}$$

$$f_1 \otimes f_1 = 5 \oplus f_1 \oplus f_2 \oplus A(2f_i) \oplus S(2f_i),$$

$$61,504 = 1 + 2,48 + 3,375 + 30,380 + 27,000$$

(IV.5.14)

$$f_3: \begin{bmatrix} l_1 \end{bmatrix} \otimes \begin{bmatrix} l_7 \end{bmatrix} = \begin{bmatrix} l_1 \end{bmatrix} \oplus \begin{bmatrix} l_7 \end{bmatrix} \oplus \begin{bmatrix} l_8 \end{bmatrix} \oplus \begin{bmatrix} l_2 \end{bmatrix} \oplus \begin{bmatrix} l_1, l_7 \end{bmatrix}$$

$$f_1 \otimes f_2 = f_1 \oplus f_2 \oplus f_3 \oplus A(2f_i) \oplus (f_1 f_2).$$

$$961,000 = 2,48 + 3,375 + 147,250 + 30,380 + 779,247$$

(IV.5.15)

All other irreps can also be generated from appropriate Kronecker products.

V. SUMMARY AND DISCUSSION

Our aim in the present work was to realize systematically and simply both the algebras and all irreps of all simple compact Lie groups in terms of Bose oscillators (sho). In our uniform approach to all of these groups, the generators are bilinear expressions of sums of $a^+\text{s}$ and $a^\text{−}\text{s}$ (sho creation and annihilation operators) and the irreps are homogeneous polynomials of $a^+\text{s}$ of fixed order, operating on a vacuum state, of zero weight. In particular, the elementary spinor irreps of the orthonormal groups can be written in terms of a single sho creation operator acting on the vacuum state. This is to be contrasted with the customary treatment of spinors in terms of Fermi oscillators$^{3-7}$ (Clifford variables). In such a treatment the "vacuum state" does not have zero weight, but is an element of a spinor irrep. The other elements of the irreps are obtained by having different powers of Fermi oscillator creation operators acting on this "vacuum state". For D(n), the "vacuum state", together with all states formed by even powers of
a\textsuperscript{+}s operating on this state, up to the maximum possible such power, constitute the elements of one of the elementary spinor irreps; all possible odd powers of a\textsuperscript{+}s, operating on the "vacuum" constitute the set of all elements of the other elementary spinor irrep.

Two features of our results, the possibility of realizing all classical Lie algebras and their non-spinor irreps in terms of sho-s, and the need for the introduction of phase factors in the realization of the algebras\textsuperscript{11}, are at least implicit in previous work. The novel features of the current work— the treatment of spinor irreps of orthogonal groups and of the exceptional groups— stem from a single ansatz: the systematic embedding of the group under consideration, g, in a larger group, G, such that g is a non-regular subgroup of G. G is always an orthogonal group. It is B(N) in the case of B(n) and G(2), and is D(N) in the case of all the other compact Lie groups, with appropriately chosen N-s. Given the rank, n, of g, the rank, N, of G, is fixed so that the elementary non-spinor irrep of G (called f) goes into those of the elementary irreps of g, from which all other irreps can be conveniently constructed through Kronecker products. When g is an orthogonal group, this requirement is met by having the f irrep of G go into the sum of all the elementary irreps of g; for the exceptional groups, the f irrep of G goes into the lowest dimensional irrep of g. In E(6), there are two such irreps, complex conjugates of each other, and the f irrep of G, which is real, goes into the sum of them.

The explicit solution of the embedding problem just outlined is made possible by two elements in our approach. The first is the expression of root and weight space of all groups in terms of a set of mutually orthogonal basis vectors\textsuperscript{17–19}. While such a choice of basis is a natural one in the case of the orthogonal groups, other, alternative, choices are frequently made for exceptional groups\textsuperscript{5,14}. The second element is the avoidance of the "address" problem, by the use of sho operators, an issue which is discussed in connection with the presentation of the D(n) results, above, but which we will now summarize.
In the embedding $\mathfrak{g} \supset \mathfrak{g}$, with $\mathfrak{g}$ a non-regular subgroup, generators of type $e \mathfrak{g}$ in $\mathfrak{g}$ are sums of generators $e \mathfrak{g}$ of $\mathfrak{g}$. The coefficients in these sums (both magnitudes and phases), depend on the structure constants of both $\mathfrak{g}$ and $\mathfrak{g}$. This, in turn, requires that every element, $\lambda$, of the root and weight space basis in $\mathfrak{g}$ be given a single numerical "address". This requirement is obviated by the use of sho operators. To be sure, such operators must be suitably labeled, and we label them in a one-to-one relation to the weights of the $\mathfrak{g}$ irreps into which the $\mathfrak{f}$ irrep of $\mathfrak{g}$ goes. However, we know that the commutator $[a, a^+]$ is unity only if the pair $a^+, a$ has the same label; otherwise it vanishes. An exact "address" becomes irrelevant.

This feature of sho operators enables us to exhibit explicit algebraic solutions for the embedding problem for orthogonal groups of arbitrary rank, and also for the exceptional groups. The embedding problem would, in principle, be soluble without the use of sho operators, but would, in practice, be tedious and unmanageable. Indeed, an unforeseen consequence of the present work is that when maximal non-regular subgroups of a group are to be constructed, as is often the case when chains of symmetry breaking are considered in particle physics, the construction can be most simply carried out in the sho picture.

The phase factors of the structure constants of $\mathfrak{g}$ are, of course, still required to be explicitly known. There is, however, no "address" problem in this case, and we can make use of the simple algebraic results for consistent solutions of these phase factors, recently obtained by the author and colleagues\(^\text{18}\). These are necessary to get the results presented above, as are the algebraic techniques elucidated for carrying out the embedding of non-regular subgroups in a given group\(^\text{19}\). A curious, and as yet not completely understood, feature of our results is the reappearance of the phase solutions (and their obvious generalizations) obtained in reference 18, whenever phase factors with the same algebraic structure occur in the present work.

All the phase complications occur in the realization of the generators. The elementary irreps of the classical groups are trivial in the sho picture we present,
and are not much more complicated for the exceptional groups. The only additional prerequisite for constructing all basic irreps is the trivial introduction of an additional label (superscript K) so that antisymmetric products of $a^+\text{s}$ can be generated.

No general expressions are presented for all irreps (not even for all basic irreps), but the tools for constructing all irreps are provided. We also present a sufficient number of specific illustrations, so that the reader can obtain a particular irrep as needed.

There is considerable redundancy in the irreps we construct. We have to eliminate some of them by means of "sho reduction", as discussed at the end of Section III.1, in order to be able to develop sho realizations of Casimir operators in Section III.5. For example, there is a redundant scalar irrep, which arises from a reduction of a product of two $a^+\text{s}$. It is in the form of a homogeneous quadratic polynomial of $a^+\text{s}$, operating on the vacuum, and is "sho reduced" to the standard scalar, the vacuum state.

Other, more trivial, redundancies, associated with different sets of $(\kappa)$ superscripts, remain, but could be eliminated by a simple ordering ansatz. There also exist alternative realizations of the algebras and therefore of the irreps. We have pointed out one such alternative in connection with D(n). Two other examples are provided by the groups E(7) and E(6), because of the regular maximal subgroup relations $E(8) \supset E(7) \otimes A(1)$ and $E(7) \supset E(6) \otimes U(1)$. Realizations of the $E(7)$ and $E(6)$ generators, alternative to the ones we give above, can be gotten by taking appropriate subsets of the $E(8)$ generators exhibited in Section IV.5. Correspondingly, we obtain alternative realizations of the irreps of these groups. In particular, the adjoint irreps are linear, rather than quadratic in the $a^+\text{s}$ in this approach. However, we feel that the realizations of the algebras and irreps of E(7) and E(6) we present are simpler than these alternatives.

In any case, there is at least one way of realizing each irrep in terms of sho operators, including irreps with spinor content. Since the sho operators $a^+$ and $a$, as well as the sho ground state (our vacuum state, $|0\rangle$), can easily be
expressed in the coordinate basis, in terms of suitable coordinates and their
derivatives, the realizations of the algebra and the other irreps can also be
so expressed.

Finally, we have shown for the groups A(n), B(n), C(n) and D(n) that a set
of operators, which are invariants for a given irrep and therefore play the role
of Casimir operators, can be simply realized in terms of polynomials of sho op-
erators, homogeneous and separately of equal degree in the a⁺-s and a-s. The
eigenvalues of these operators are simply related to the Dynkin-Patera indices,
and are an alternative set of labels for a given irrep.

Possible extensions and applications of this work to non-compact groups asso-
ciated with the groups considered, and to questions of eigenvalues, eigenfunctions, matrix elements and the Wigner-Eckart problem, exist. We hope to pursue some
of these questions in the future.
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