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Abstract

A real-time algorithm of data reduction, based on the combination of two lossy techniques specifically optimized for high-rate magnetic measurements in two domains (e.g. time and space), is proposed. The first technique exploits an adaptive sampling rule based on the power estimation of the flux increments in order to optimize the information to be gathered for magnetic field analysis in real time. The tracking condition is defined by the target noise level in the Nyquist band required by post-processing procedure of magnetic analysis. The second technique uses a data reduction algorithm in order to improve the compression ratio while preserving the consistency of the measured signal. The allowed loss is set equal to the random noise level in the signal in order to force the loss and the noise to cancel rather than to add, by improving the signal-to-noise ratio. Numerical analysis and experimental results of on-field performance characterization and validation for two case studies of magnetic measurement systems for testing superconducting and resistive magnets of the Large Hadron Collider at the European Organization for Nuclear Research (CERN) are reported.
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1. Introduction

At the European Organization for Nuclear Research (CERN), the tests on the about 10,000 magnets of the particle accelerator Large Hadron Collider (LHC) disclosed new horizons for the related magnetic measurements [1]. A new generation of fast transducers [2]-[3], capable of increasing by three orders of magnitude the bandwidth of harmonic measurements (10 to 100 Hz), when compared to the standard rotating coil technique (typically 0.1 Hz), and still maintaining a typical resolution of 10 ppm, have been developed. Moreover, also a Fast Digital Integrator (FDI), reducing flux acquisition time down to $4.00 \mu s$, within a resolution of $50 \text{ ns}$, was prototyped and field-tested successfully [4].

The higher sampling rate of such a measurement setup increases the amount of resulting data by producing an exponential rise in data storage requirements (typically about three orders of magnitude). Thus, data reduction algorithms are needed in order to decrease the size of measurement results by controlling the quality loss simultaneously.

Lossless compression algorithms, such as Huffman coding [5], arithmetic coding [6], or lossless JPEG [7], usually exploiting statistical redundancy for a more concise representation without error, are the first logical choice. However, when the original data contains sufficient redundancy, and a suitable assumption can be made on whether a certain approximation is not critical, better compression ratios are achieved by lossy methods [5]-[26]. Various approaches to dimensionality reduction such as principal components analysis, entropy measures for ranking features, and methods to discretize data were reviewed in [8]. In creating CAD geometry data from existing parts by surface laser scanning, uniform and non-uniform grid methods were proposed [9]. In biomedical applications, adaptive sampling algorithms are widely used to reduce data size at their source, while preserving clinical acceptability of the reconstructed signal [10]. In particular, reduction techniques belonging to the class of significant-point-extraction algorithms, such as Turning Point (TP) [11], Amplitude Zone Time Epoch Coding (AZTEC) [12], and the Fan [13], are proposed. These are lossy algorithms retaining only samples with important information about the signal. In machine learning and pattern recognition with high-dimensional data, unsupervised and supervised greedy reduction algorithms based on computing discernibility power of a crisp/fuzzy equivalence relation were proposed [14]. In knowledge discovery in databases, evolutionary instance selection algorithms were shown to consistently outperform non-evolutionary ones by better instance reduction rates, higher classification accuracy, and easier models [15]. In sensor networks for environmental monitoring, the distributed structure of the measurement system led to the development of decentralized autonomous cooperative intelligent sensors, capable of minimizing resource consumption (energy and network bandwidth), by adapting their sampling rates to the actual environmental conditions [16]-[19].
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Anyway, in all these fields, applications have been developed so far mainly for measurements with low sampling rates (typically below 100 S/s). Furthermore, some of the proposed methods turn out to be highly complex, by requiring: a model of the measurand physical process [16], the design of a compound Kalman filter [17], or the solution of a constrained optimization problem [18]. Their computational burden limits their application to fast real-time data reduction above a few tens of samples per second. In [19], an _fft_-based algorithm for estimating the optimal sampling rate of snow capacitance sensor network is proposed. It is capable of reducing the sensor power consumption by tracking the dynamics of the process under monitoring and adapting the sampling frequency through the CUSUM [20] test in real-time. However, it has been used only for very low sampling rates (typically one sample every few tens of seconds), thus proving its effectiveness only for processes with a slow time variation. Other techniques, such as histogram equalization [21] and entropy-based adaptive sampling [22], were proposed for image processing applications. However, these methods include a phase of data analysis needing for the availability of the data set as a whole, thus preventing their use for fast real-time applications.

In this paper, a real-time two-domains data reduction algorithm based on adaptive sampling and significant point extraction, specifically optimized for high-rate magnetic measurements, is presented. In particular, in Section II, the proposed algorithm is illustrated by highlighting the basic ideas, the procedure, and main design criteria for magnetic flux measurements. In Section III, the numerical analysis of its performance is presented. Finally, in Section IV, experimental results of field characterization and validation obtained at CERN on two test benches for automatic measurements of superconducting and resistive magnets, respectively, are shown.

2. Proposal

In the following, (i) the _basic ideas_, (ii) the _strategy_, (iii) the _procedure_, and (iv) the _design criteria_ of the proposed algorithm are illustrated.

2.1. Basic Ideas

The algorithm was based on the following design concepts:

1. Data are reduced by analyzing the results in real time during the measurement and by storing consequently only the necessary ones. Two different lossy techniques, applied in different domains (e.g. time and space) and suitable for the signal features in those domains, are applied.
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The first technique, the *adaptive tracking sampler*, analyzes the acquired data on the basis of a Nyquist power threshold mechanism of tracking, in order to adapt the sampling rate for capturing only the significant features of the signal (Fig. 1). The second technique, the *noise-cancelling compressor*, is based on a significant point extraction: only the samples containing significant information are retained by specifying the maximum error allowed on the reduced signal.

2. In the *adaptive tracking sampler*, according to the fundamental data reduction principle of gathering only the minimum amount of information sufficient to any kind of further analysis, a rule for adapting the sampling by tracking the signal power in the Nyquist bandwidth is defined [19]. Under the assumption of signal stationarity with respect to the algorithm adaptation time, sampling rate is modified by analyzing the signal in the frequency domain through a general technique for determining its spectral content. The sampling rate is adapted in real time when a limit condition is approached. The limit condition is based on the sampling rate defining the Nyquist bandwidth including the minimum power necessary to capture the required features of the signal. The power is estimated in a frequency band whose upper limit is the Nyquist frequency, compared with thresholds representing the power level in the band for which the current sampling rate is considered adequate. In particular, the sampling rate is increased/decreased when relatively high-frequency terms are present/absent into the power estimator.

3. In the second technique, the *noise-cancelling compressor*, between two observations where the signal is monitored and the sampling rate adapted at evenly spaced time intervals, the resulting signal is decomposed in a set of linear problems, to which classic lossy algorithms for significant point extraction, such as the Fan [11], [13], are applied. A suitable mechanism to control the related error allows a proper trade-off among compression speed, compressed data size, and quality loss. In particular, under the assumption of random noise (i.e. white but not necessarily Gaussian) and deterministic signal, if the allowed loss is set equal to the noise level, loss and noise tend to cancel rather than to add, by increasing signal-to-noise ratio [24]. In other words, by means of a suitable design strategy, the loss mainly involves the noise content of the signal, by improving both the signal quality and the compression ratio simultaneously. This approach does not require a priori knowledge of the spectral properties of the noise-free signal.

2.2. Strategy

In the *adaptive tracking sampler*, if the sampling rate is $f_s$, the power estimator is unable to adequately...
treat a signal with frequency approaching $f_s/2$. Moreover, if the sampling rate is only $f_s$, the presence of signals with frequency greater than $f_s/2$ cannot be revealed. However, an increase of the estimated power in the observed frequency band $[f_0, f_s/2]$, with $f_0 < f_s/2$ to be suitably chosen, at a level above a suitable threshold, can reveal higher frequency components approaching the limit of the current observable band. Hence, an increase in resolvable frequencies can be obtained by triggering an increase in the sampling rate. Likewise, the absence of large terms in the band $[f_0, f_s/2]$ is used to trigger a decrease in the sampling rate. In this way, error penalties incurred by slightly reducing the sampling rate in places where the signal is relatively uninteresting are not likely to be high. The tracking mechanism is explained graphically in Fig. 2.

This is true if the variation of the power content of the signal can be considered stationary with respect to the algorithm adaptation time. The frequency $f_0$ is to be chosen as a function of $f_s$, thus both the extremes of the observed frequency band can vary while the sampling rate is adapted.

While the tracking mechanism adapts the sampling frequency by analyzing subsequent batches of data, the noise-cancelling compressor discards possible redundant points between each pair of consecutive observations. The information loss is controlled by means of the tolerance $\varepsilon$: the approximation maximum error. The noise-cancelling compressor operates on the acquired samples, by approximating them by means of straight line segments and removing redundant points along the way. Good results are obtained if the algorithm is applied to each of the linear data subsets. The end points of the segments are determined on the basis of a maximum-error criterion requiring that the results of an approximation always fall within a user-specified range. The error range can be adaptive and not necessarily symmetrical.

2.3 Procedure

The procedure of the proposed algorithm acts in two different domains by exploiting the adaptive tracking sampler and the noise-cancelling compressor, respectively.

The adaptive sampling algorithm can be summarized in the following steps (Fig. 3):

1. acquire a batch of samples at the current rate $f_s$;
2. estimate the signal power in the frequency band $[f_0, f_s/2]$;
3. compare the estimated power to the threshold terms, and if necessary update $f_s$;
4. if new data income then go to point 1, else exit.

The algorithm is modular and generic: different techniques can be used for power estimation, thresholds
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computation, low-pass filtering, and sampling rate updating. Subsequently, the *noise-cancelling compressor* is applied to each subset of linear data. Once the tolerance $\varepsilon$ has been specified, the approximation method works on a discrete signal $f(k)$ through the following main steps [23]:

1. The starting point $k$ is a non-redundant point by definition. Points $k$ and $k+1$ are used to draw two straight lines starting at $k$ and crossing $f(k+1)+\varepsilon$ and $f(k+1)-\varepsilon$, respectively, in order to check the redundancy of the point $k+1$.

2. The resulting lines are extended to point $k+2$. If point $k+2$ lies outside them, point $k+1$ becomes a non-redundant point and the process is repeated by starting from point $k+1$. If point $k+2$ lies between the lines, it is found to be redundant and point $k$ is retained as the starting point.

3. Then, new lines are created by using points $k$ and $k+2$. These lines are compared with the previous ones and the more restrictive are kept. If point $k+3$ lies outside the new lines, point $k+2$ becomes a non-redundant point and the process starts over with point $k+2$ as the starting point. If point $k+3$ lies between them, point $k+2$ also becomes redundant and new and narrower cones are created until a non-redundant point is found.

In this way, the original sampled signal is approximated by straight line segments sequentially. All the non-redundant points and all the lengths between each pair of consecutive non-redundant points are stored.

2.4. Design Criteria

In a magnet test application, the algorithm is to be designed by determining: (i) the stage where data reduction is applied, (ii) the technique for power estimation, (iii) the thresholds, and (iv) sampling updating.

**Stage where data reduction is applied.** In an automatic test system, data reduction techniques can be applied at the level of *instrument firmware*, *instrument software*, and *host PC software*. At the level of the *instrument firmware*, reduction acts on the device directly, thus reducing the data amount on the interface bus. Furthermore, an adaptive parametric management of the measurement process in real-time exploiting the computing capabilities of intelligent devices makes the instrument autonomous. However, access to the internal instrument code and programming is needed. At level of the *instrument software*, the reduction is achieved by a centralized computing unit. The adaptive management implies a longer adaptation time, therefore the risk of losing some information when sudden or unpredictable variations.
arise is to be faced. At the level of *host PC software*, generally the sampling rate is not adapted. Data acquired at high sampling rate are temporarily stored in a buffer, analyzed and reduced before being definitively saved. The risk of losing some information is strongly reduced, but no optimization of the amount of data transferred through the bus is achieved.

For the present magnetic measurement application, application at the firmware level will be the long term goal. This work is concerned with application at instrument level, which allows much greater flexibility in changing algorithms and parameters and comparing results.

**Technique for power estimation.** The most straightforward technique for computing the power of the flux signal is the Fourier analysis. The proposed adaptive sampling updates the estimation of the signal power after a sample batch of fixed size is acquired.

**Sampling rate updating.** A suitable width of the frequency range considered for the power estimation is chosen equal to one forth of the resolvable bandwidth. Thus, when a power increase in the sampled flux is detected, the proposed adaptive sampling is likely to have enough time to increase the sampling rate before important signal features exit the current observable bandwidth. A suitable trade-off between reaction time of the algorithm to flux variations and computational burden was joined according to the specific application constraints.

**Thresholds computation.** The threshold terms are determined on the basis of the estimated noise level. In particular, the tolerance $\varepsilon$ of the *noise-cancelling compressor*, and upper and lower limits on the power admissible in the observed frequency range are defined for the tracking mechanism of the *adaptive tracking sampler*, in order to trigger the increase/decrease of the sampling rate, respectively.

## 3. Numerical results

The algorithm was first tested in simulation, where ideality assumptions can be made on the input signal, by evaluating the effect of the frequency adaptation without other perturbation sources.

In the following, numerical results of (i) the *static tests*, and (ii) the *dynamic tests* of the algorithm are illustrated.

### 3.1 Static tests

The proposed algorithm was compared to the following state-of-the-art solutions [5]-[13]:

1. The TP, a straightforward algorithm producing a fixed reduction ratio of 2:1. It processes three
points at a time, stores the first one and retains one of the next two samples depending on which one preserves the turning point (i.e., the slope change) of the original signal.

2. The AZTEC algorithm decomposes raw sample points into plateaus and slopes, thus representing the original signal through a piecewise-linear approximation formed by a sequence of line segments.

3. The pure Fan algorithm, as said before, also uses a piecewise-linear approximation of the original signal, but unlike AZTEC draws lines between pairs of starting and ending points so that all intermediate samples are within some specified error tolerance.

Simulations were carried out on an ideal input signal defined on the basis of the actual signals acquired on the field in a typical setting of a rotating coil measurement of a superconducting dipole magnet. The signal was used as input to the simulator. After the reduction, some performance indices were estimated and subsequently compared to those computed on the original signal.

In static tests, the algorithm is fed with a constant frequency input signal, the sampling frequency is set to the optimal value, and then the reduced data acquired in steady state are used to estimate the indices of the reduced signal and to compare them with those of the input signal. Test results are summarized in Tab. I for different settings of the algorithms’ parameters. The Compression Ratio (CR), defined as ratio between the size of original data and the size of compressed data, assesses the data reduction, while Signal-to-Noise And Distortion ratio (SINAD), Signal-to-Non Harmonic Ratio (SNHR), and Total Harmonic Distortion (THD) [27] the loss. Finally, the main component amplitude is evaluated to express the closeness of the reduced signal to the original one.

Results show that the adaptive tracking sampler provides the best tradeoff between CR and error on the reconstructed signal. As said before, a lossy data compression algorithm, when applied to a noisy signal with the allowed loss set equal to the noise strength, produces a filtered signal with reduced noise content [24]. In addition to that, since the adaptive tracking sampler operates a decimation with an Over Sampling Ratio (OSR) equal to the decimation ratio, the SNR is improved while reducing the data size.

The additional comparison of the adaptive tracking sampler with the pure Fan algorithm applied to sine wave signals typical of a rotating coils-based measurement system [28] highlighted satisfying results. Nevertheless, the Fan algorithm performs better than TP and AZTEC, in terms of compression capabilities and fidelity to the original signal, respectively.

Furthermore, the choice of the Fan algorithm inside the noise-canceller compressor was checked. By
exploiting the signal periodicity, the reduced sine wave can be decomposed in a set of quasi-linear time series, formed by points corresponding to the same angular position (Fig. 4). The results (Tab. II) highlight the remarkable tradeoff between compression ratio and approximation error of the Fan algorithm when applied to a data set representing a linear signal. Fig. 5 shows the corresponding rate-distortion plot [24], allowing the noise strength to be determined by means of a heuristic method. This is used for tuning the tolerance $\varepsilon$ inside the noise-canceller compressor. In the conditions of Fig. 5, where a white noise of power $\sigma^2$ is applied, the method suggests the setting of $\varepsilon$ to a value of $3\sigma$.

3.2 Dynamic tests

Inside the adaptive tracking sampler, the proposed algorithm includes an $\text{fft}$-based tracking mechanism, working properly only if its adaptation time is negligible in comparison to the typical time variation of the signal. The algorithm tracking capabilities were verified for different settings of its parameters by a simulation with variable frequency input signal. Extremely fast changes were imposed by using step functions to define the time variation law of the input frequency. The algorithm had to follow this variation by updating suitably the sampling frequency. The algorithm dynamic performance is depicted in Fig. 6 for different values of $\alpha$, the maximum change in the sampling frequency allowed in one step, expressed as a fraction of the current sampling frequency. The figure shows how adaptation times suitable for the typical magnetic measurements carried out at CERN can be achieved.

3.3 Algorithm performance

With the aim of checking the computational burden of the proposed solution, the algorithm performance were evaluated in simulation and compared to those of other state-of-the-art algorithms, by measuring the time for processing the same data set. Execution times were computed in MATLAB, with respect to a very easy and fast solution such as the AZTEC. Tab. III shows the result of the comparison, proving that the computation required suits the capabilities of a system typically used for the application to magnetic measurements.

4. Experimental results

The experimental proof of the principle and the performance assessment of the proposed algorithm were carried out at the magnet test facility SM18 of CERN by exploiting two demonstrators. Tests were carried out on dipole magnets with the rotating coil method (Fig. 7) [28], one of most accurate techniques for
magnet testing. In such a technique, a coil turns in the magnet under test and its output signal is proportional to the flux derivative, according to Faraday’s law. The coil signal is acquired and integrated by a digital board in the angular domain thanks to the output pulses of an encoder mounted on the rotating coil shaft. Typically, the undesired harmonics in an accelerator magnet are at the level of \( \leq 10^{-4} \) of the fundamental field \([29]\), thus, particular attention has to be paid to their estimation. In practice, one coil is used to measure the main field, while a combination of coils in a so-called compensating configuration (i.e. cancelling out the main harmonic) is used to detect higher harmonics. Two flux signals are therefore produced, the absolute (main component) and the compensated (mostly other terms). An off-line Fourier analysis of these signals (CERN standard analysis \([30]\)) finally yields the multipoles of the magnetic field generated by the magnet under test. The aim to be achieved is to reduce the data size and simultaneously to be able of reconstructing the field with an acceptable approximation. In the most demanding applications, this means estimating the main field harmonic, in module and phase, with an error lower that \(10^{-4}-10^{-5} \) T, and the higher harmonics with an error of few ppm of the main component.

Methods for data reduction through transformation were proposed \([31]\): data are compressed through a compact representation in a transformed domain, with a simultaneous noise suppression. The proposed algorithm exploits an \( \textit{fft} \) transformation, and could be easily adapted to include such a mechanism for the rotating coils application. However, data reduction would be achieved only by releasing the flux harmonics at each fixed number of time samples, typically at every coil turn. Therefore, the instantaneous behaviour of the original signal can not be reconstructed and the resulting data can not used for an even slightly different analysis. For this reason, a more general solution based on reducing and storing raw data in time domain was preferred.

Rotating coil measurements have some peculiar features useful for customizing the proposed algorithm implementation and improve its performance. In particular, the main field component and its first \( m \) harmonics have to be found, thus inside the \textit{adaptive tracking sampler}, the tracking is tuned to detect the main component frequency \( f_1 \), and the sampling rate is updated in order to extend the observable spectrum up to \( mf_1 \). Moreover, field harmonics have a spatial period along the circumference described by the coils during the measurement. The harmonics time period is therefore a function of their spatial period and of the motor rotation speed. Formally, for the \( m^{th} \) harmonic:

\[
f_m = m \omega/(2\pi)
\]  

(1)
where $\omega$ is the angular speed in rad/s. On the other hand, as explained before, the flux sampling frequency is the trigger frequency, obtained by multiplying the number of points per turn of the angular trigger by the motor rotation speed:

$$f_s = N \frac{\omega}{(2\pi)}$$

(2)

where $N$ is the number of flux samples acquired per turn. In other words, both harmonic frequencies and sampling frequency scale according to the same proportionality law with the coils shaft angular speed. Their ratio is therefore fixed by the number of samples per turn for any motor speed. In this case, according to the Nyquist criterion, the minimum number of points per turn required for the $m^{th}$ harmonic to be resolved can be determined easily:

$$f_s \geq c m f_1, \text{ with } c \geq 2$$

(3)

It is therefore possible to check the algorithm capability of approaching the theoretical optimal value. Consequently, the adaptive tracking sampler operates in the angular domain, basically by adapting the number of points per turn to the signal characteristics (Fig. 8). The signal under analysis represents the flux over subsequent angular sectors, with width depending on the flux sampling frequency. Therefore, the sampling frequency adaptation implies a variation of the angular sectors where the flux increments are computed. Each of these values is obtained by integrating the voltage samples coming from a fixed rate ADC, thus the adaptation of the flux sampling frequency results in different OSR of the flux signal [4].

Then, the signal features allow the noise-cancelling compressor to be applied. The rotating coils-based technique typically produces a sinusoidal output. As shown in Fig. 8, if the series $\Delta \phi_n(\theta_i)$ are considered as formed by flux samples corresponding to a given angular position ($\theta_i$) and acquired for increasing time (expressed as the current turn number $n$), when the magnet is supplied with a constant or ramped current, they have a nearly linear pattern since they represent the flux variation on the same angular sector in different time instants. For each point along the circle, there will be an almost linear time series $\Delta \phi_n(\theta_i)$ to which the noise-cancelling compressor can be applied with satisfying results.

The combined reduction procedure as a whole can be summarized:

1. the adaptive tracking sampler is let run in order to reduce to its optimal value, compatibly with the constraints, the number of samples acquired on every single turn in correspondence to the angular positions $\theta_i$;
2. for each one of these $\theta_i$, a quasi-linear series $\Delta \phi_n(\theta_i)$ is obtained, containing a point for each coil turn, and the noise-cancelling compressor is applied.

P. Arpaia et al., “A two-domain real-time algorithm for data reduction and SNR optimization of high-rate measurements on accelerator magnets”
The signal is therefore reduced twice, in angular and time domain, thus increasing the overall achievable compression. This combined approach is capable of attaining a remarkable tradeoff between reduction ratio and fidelity of the reconstructed signal to the original one, since its two steps operate subsequent compressions by means of mechanisms fitting the signal features in their respective application domains. Finally, from a computational point of view it has to be noted that, since every series $\Delta \phi_n(\theta)$ has one point for each coil turn, at the maximum allowed rotation speed (8 rps) each of them requires to process only 8 S/s, thus keeping the additional computing power required to the measurement system within reasonable limits.

Twofold campaigns of on-field tests were carried out on the proposed algorithm mainly aimed at (i) the \textit{performance characterization}, and (ii) the \textit{data reduction validation}.

4.1 Performance Characterization

A test bench aimed at validating on field the proposed algorithm was assembled in the CERN test facility SM18, by means of:

1. a motor controller MAXON EPOS 24, accessible through RS232, for handling the motor turning the coil inside a superconducting magnet at a constant rotation rate;
2. a Fast Digital Integrator (FDI), a CERN-University of Sannio proprietary PXI general-purpose digitalization board, configured for the coil signal acquisition and numerical integration [4];
3. an encoder board: a CERN proprietary PXI board, for managing the encoder pulses and feeding the trigger input of the FDI;
4. a superconducting magnet at cryogenic temperature (1.9 K) used as \textit{unit under test}, supplied with a current of 1500 A to generate the magnetic field;
5. a software developed by means of the CERN-University of Sannio proprietary Flexible Framework for Magnetic Measurements (FFMM) [32].

The proposed algorithm was characterized on the field for (i) \textit{performance analysis}, by varying its settings, and (ii) \textit{improvement assessment}, in comparison to state-of-the-art algorithms.

As far as the \textit{performance analysis} is concerned, the \textit{adaptive tracking sampler} was executed off line in order to find the optimal sampling frequency rate for carrying out the flux measurement, and the signal was consequently reduced and saved. Afterwards, the multipole expansion of the magnetic field was determined by means of the CERN standard analysis process [16]. The procedure was repeated for

\textit{P. Arpaia et al., “A two-domain real-time algorithm for data reduction and SNR optimization of high-rate measurements on accelerator magnets”}
different settings of the algorithm, corresponding to different optimal sampling rates and consequently to different compression ratios.

As an example, the results with the Fast Digital Integrator acquiring 128 points per turn from a coil rotating at a speed of 8 rps are shown in Tab. IV, in reference to the original signal. Amplitude and phase of the main component of the magnetic field were considered, along with harmonics of the multipole expansion [29] up to order 10. The latter are normalized with respect to the main field component and multiplied by a factor $10^6$ (i.e. expressed in ppm). These results highlight how the algorithm is capable of achieving a remarkable trade off between reduction ratio and fidelity of the reconstructed signal.

As far as the improvement assessment is concerned, the reduction of the same sinusoidal measurement data by means of the adaptive tracking sampler and a classic reduction method, the Fan algorithm [23], were compared. In Tab. IV, the RMS error on the multipole expansion obtained from both the algorithms, are reported for different compression ratios. For similar ratios, the comparison shows a remarkable reduction of the error when the adaptive tracking sampler is employed. In particular, with a compression ratio of 4 the proposed adapting sampling algorithm is still able to provide an estimation of the field harmonics within an RMS error of a few tenths of ppm.

The noise-cancelling compressor, according to combined approach explained before, was applied to the series $\Delta \phi_n(\theta)$ obtained after reducing the data by means of the adaptive tracking sampler. The results achieved after the second step of reduction are reported in Tab. V, in terms of compression ratio and RMS error on the computed harmonics. The results highlight, for similar compression ratio, the significant performance improvement of the noise-cancelling compressor if applied to a linear signal with respect to the reduction of a sine wave reported in Tab. IV. The value of the tolerance $\varepsilon$ was chosen on the basis of the noise level of the flux signals. Obviously different values have to be set for the absolute and compensated signal. In particular, the noise level estimated on the compensated signal is two orders of magnitude lower than on the absolute signal ($\sim 10^{-7}$ and $\sim 10^{-5}$ Vs, respectively), according to typical values observed on these signals.

4.2. Data reduction validation

The data reduction algorithm was subsequently validated on the same calibration bench with a reference resistive dipole TE1 magnet at room temperature, used as unit under test, supplied with a current up to 200 A (Fig. 9).
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The real-time implementation of the algorithm was realized in C++, at driver level, inside the FFMM [32]. A software component, the class `DataReducer`, with its methods and attributes, was added to the framework. The data reduction can therefore be used through the interface of such module, without taking care of its actual implementation. In this way it is possible to change implementation or even include other compression algorithm, minimizing the impact of the changes required in the other modules of the framework FFMM. For the application based on rotating coils, the user just has to set an option in the script to activate the reduction of the data acquired by the digital integrators. The threads taking care of the data transfer from the FDI buffer to the disk were modified, so that the flow of data coming from the FDIs is intercepted and reduced by `DataReducer` before being saved on the disk (Fig. 10). The reduced data are also analyzed in order to update the compression ratio according to the current signal features.

First, the reduction was performed during an acquisition with the magnet supplied by a constant current, with the aim (i) of determining the noise levels of the absolute and compensated signals in order to tune the tolerance $\varepsilon$, and (ii) of testing the algorithm in stationary conditions. The results are shown in Tab. VI. The values of the parameter $\varepsilon$ were chosen according to the noise level of the flux signal. The magnet was supplied with a current of 200 A, 4096 points per turn were initially set. The tracking mechanism, used to detect harmonics up to the 15$\text{th}$, reduced the number of points per turn to 256, thus achieving a compression ratio of 16. This value is in accordance with the theoretical value derived by considering eq. (3) with $m = 15$ and $c = 10$. In fact, this yields

$$\text{Number of points per turn} = \frac{f_s}{f_1} \geq c n = 150$$

Since the number of points per turn is to be a power of 2, its minimum value is 256.

Subsequently, the noise-canceller compressor further reduces the obtained data with a compression ratio of 3.4 and 3.7 for the absolute and compensated signals, respectively. On the whole, the proposed technique proves therefore to be capable of achieving the remarkable compression ratios of 54.4 and 59.2 for the absolute and compensated signal, introducing an acceptable error on the main component and on the harmonics of the resulting signals.

Afterwards, the compression was performed on the data acquired during an acquisition with the current in the magnet ramping at a rate of 10 A/s. The Fan algorithm was executed with the values of $\varepsilon$ determined before. Tab. VII shows the results obtained in these measurement conditions. The figures in table highlight the good capabilities of the proposed approach also in non-stationary conditions. In particular, in this case a higher compression ratio is obtained with a smaller approximation error. The reason for that
could be that, when the current is low at the beginning of the ramp, the signal is significantly affected by the noise. The results therefore highlights that the algorithm is capable of filtering most of the noise, thus achieving high compression without increasing the related error.

5. Conclusions

A batch algorithm for data reduction through adaptive sampling and significant point extraction has been proposed. It is fast, reliable, cost effective and can be implemented in real-time in order to extract significant points from a sampled signal, with an information loss within an error range specified by the user through a threshold mechanism. The algorithm is modular and generic: different techniques can be used for power estimation, thresholds computation, low-pass filtering, and sampling rate updating. Preliminary experimental results on magnetic measurements performed at CERN through the rotating coils technique proved the effectiveness of the algorithm. These results were further investigated by implementing the algorithm inside the measurement station in order to verify actual real-time performance. In addition, a comprehensive analysis was carried out also for the estimation of the magnetic field multipole expansion through rotating coils measurements. The tests were performed at the CERN test facility SM18 both on a superconducting LHC dipole and on a calibration resistive dipole magnet. The results highlight the remarkable tradeoff between fidelity to the original signal and achieved data reduction allowed by the proposed two-domain combined approach. Previous results highlighted a synergic interaction between the two steps of the proposed reduction procedure: the overall error of the algorithm never exceeds those of each of its subprocedures. Finally, the absolute and compensated signals previously analyzed have different harmonic contents (typically first harmonic in the absolute and higher order harmonics in the compensated), thus the algorithm’s performance could be further improved by means of a separate reduction in the angular domain of such signals.
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Tab. I. Comparison of algorithms’ static performance on simulated flux increment signal.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Compression Ratio*</th>
<th>Amplitude (mVs)</th>
<th>SINAD (dB)</th>
<th>SNHR (dB)</th>
<th>-THD (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>None</td>
<td>1.00</td>
<td>4.674</td>
<td>54.10</td>
<td>54.83</td>
<td>61.51</td>
</tr>
<tr>
<td>Turning Point</td>
<td>1.02</td>
<td>4.673</td>
<td>54.31</td>
<td>54.82</td>
<td>63.10</td>
</tr>
<tr>
<td>AZTEC</td>
<td>8.00</td>
<td>4.495</td>
<td>24.63</td>
<td>27.64</td>
<td>26.92</td>
</tr>
<tr>
<td></td>
<td>19.49</td>
<td>4.234</td>
<td>20.76</td>
<td>32.57</td>
<td>20.30</td>
</tr>
<tr>
<td></td>
<td>36.51</td>
<td>4.220</td>
<td>16.98</td>
<td>19.29</td>
<td>17.68</td>
</tr>
<tr>
<td>Fan</td>
<td>1.02</td>
<td>4.674</td>
<td>54.10</td>
<td>54.83</td>
<td>61.51</td>
</tr>
<tr>
<td></td>
<td>1.15</td>
<td>4.674</td>
<td>54.10</td>
<td>54.83</td>
<td>61.51</td>
</tr>
<tr>
<td></td>
<td>2.39</td>
<td>4.673</td>
<td>53.58</td>
<td>54.50</td>
<td>59.96</td>
</tr>
<tr>
<td></td>
<td>10.66</td>
<td>4.606</td>
<td>40.41</td>
<td>42.94</td>
<td>43.23</td>
</tr>
<tr>
<td></td>
<td>32.00</td>
<td>3.819</td>
<td>19.25</td>
<td>37.62</td>
<td>18.63</td>
</tr>
<tr>
<td>Adapt. Tracking</td>
<td>2.00</td>
<td>4.674</td>
<td>58.76</td>
<td>63.06</td>
<td>59.98</td>
</tr>
<tr>
<td>Sampler</td>
<td>3.00</td>
<td>4.673</td>
<td>60.47</td>
<td>64.80</td>
<td>61.71</td>
</tr>
<tr>
<td></td>
<td>4.00</td>
<td>4.673</td>
<td>60.81</td>
<td>66.81</td>
<td>61.07</td>
</tr>
<tr>
<td></td>
<td>5.00</td>
<td>4.671</td>
<td>61.86</td>
<td>68.84</td>
<td>62.07</td>
</tr>
</tbody>
</table>

* size of original data divided by size of compressed data
Tab. II. Performance of the Fan algorithm, employed by the *noise-canceller compressor*, for the reduction of nearly linear signals.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Compression Ratio*</th>
<th>Amplitude (mVs)</th>
<th>SINAD (dB)</th>
<th>SNHR (dB)</th>
<th>-THD (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>none</td>
<td>$\sigma_{\text{noise}}$ (Vs)</td>
<td>1.00</td>
<td>4.674</td>
<td>54.10</td>
<td>54.83</td>
</tr>
<tr>
<td>$\varepsilon$ (Vs)</td>
<td>$1.0\times10^{-6}$</td>
<td>1.28</td>
<td>4.674</td>
<td>54.11</td>
<td>54.84</td>
</tr>
<tr>
<td>Fan</td>
<td>$2.0\times10^{-6}$</td>
<td>1.55</td>
<td>4.674</td>
<td>54.11</td>
<td>54.84</td>
</tr>
<tr>
<td></td>
<td>$4.0\times10^{-6}$</td>
<td>2.15</td>
<td>4.674</td>
<td>54.13</td>
<td>54.87</td>
</tr>
<tr>
<td></td>
<td>$6.0\times10^{-6}$</td>
<td>2.90</td>
<td>4.674</td>
<td>54.18</td>
<td>54.93</td>
</tr>
<tr>
<td></td>
<td>$8.5\times10^{-6}$</td>
<td>4.25</td>
<td>4.674</td>
<td>54.29</td>
<td>55.06</td>
</tr>
<tr>
<td></td>
<td>$1.0\times10^{-5}$</td>
<td>5.48</td>
<td>4.674</td>
<td>54.39</td>
<td>55.16</td>
</tr>
<tr>
<td></td>
<td>$1.2\times10^{-5}$</td>
<td>7.71</td>
<td>4.674</td>
<td>54.50</td>
<td>55.32</td>
</tr>
<tr>
<td></td>
<td>$1.7\times10^{-5}$</td>
<td>18.5</td>
<td>4.674</td>
<td>54.97</td>
<td>55.85</td>
</tr>
<tr>
<td></td>
<td>$2.0\times10^{-5}$</td>
<td>34.5</td>
<td>4.674</td>
<td>54.98</td>
<td>56.04</td>
</tr>
<tr>
<td></td>
<td>$2.6\times10^{-5}$</td>
<td>101.2</td>
<td>4.674</td>
<td>55.51</td>
<td>56.83</td>
</tr>
<tr>
<td></td>
<td>$3.4\times10^{-5}$</td>
<td>368.1</td>
<td>4.674</td>
<td>55.96</td>
<td>56.86</td>
</tr>
<tr>
<td></td>
<td>$8.0\times10^{-5}$</td>
<td>512.0</td>
<td>4.674</td>
<td>55.41</td>
<td>56.51</td>
</tr>
<tr>
<td></td>
<td>$1.0\times10^{-4}$</td>
<td>512.0</td>
<td>4.674</td>
<td>55.41</td>
<td>56.51</td>
</tr>
</tbody>
</table>

* size of original data divided by size of compressed data
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Tab. III. Comparison of algorithms’ computational burden expressed as execution time required to process the same amount of incoming data (a sine wave of 131072 points): computation performed in MATLAB on a Pentium IV-2.8 GHz processor.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Compression Ratio*</th>
<th>Execution Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Turning Point</td>
<td>2</td>
<td>72.54</td>
</tr>
<tr>
<td>AZTEC</td>
<td>5.39</td>
<td>13.56</td>
</tr>
<tr>
<td>Fan</td>
<td>5.34</td>
<td>22.67</td>
</tr>
<tr>
<td>Adapt. Tracking Sampler</td>
<td>**</td>
<td>24.06</td>
</tr>
</tbody>
</table>

* size of original data divided by size of compressed data

**the time to compute the fft does not change with the achieved CR
Tab. IV. Compression Ratio and RMS Error for different settings of the *adaptive tracking sampler* (ATS) on sinusoidal data of an LHC superconducting dipole.

<table>
<thead>
<tr>
<th>Reduced Signal</th>
<th>Optimal Sampling Rate (S/s)</th>
<th>Compression Ratio*</th>
<th>Main Component RMS Error Ampl. (*10^6 T)/Phase (rad)</th>
<th>Harmonics RMS Error (ppm)**</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>ATS</td>
<td>Fan alg.</td>
<td>ATS</td>
</tr>
<tr>
<td>Original signal</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>131072 points, 1024 S/s</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>512</td>
<td>2</td>
<td>3.89 / 0.0</td>
<td>0.21 / 0.0</td>
<td>0.189</td>
</tr>
<tr>
<td>256</td>
<td>4</td>
<td>7.05 / 0.0</td>
<td>4.78 / 0.0</td>
<td>0.315</td>
</tr>
<tr>
<td>128</td>
<td>8</td>
<td>10.96 / 0.0</td>
<td>254.89 / 0.0</td>
<td>38.261</td>
</tr>
</tbody>
</table>

* size of original data divided by size of compressed data
**harmonics up to the 10th are considered
Tab. V. Compression Ratio and RMS Error of the *noise-canceller compressor* (NCC) run after the *adaptive tracking sampler* (ATS) on linear data of an LHC superconducting dipole.

<table>
<thead>
<tr>
<th>Compression Ratio*</th>
<th>Compression Ratio*</th>
<th>Main Component RMS Error</th>
<th>Harmonics RMS Error (ppm)**</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ABS</td>
<td>COMP</td>
<td>Ampl. (*10^-6 T)</td>
</tr>
<tr>
<td>2</td>
<td>4.31</td>
<td>4.65</td>
<td>74.24</td>
</tr>
<tr>
<td>4</td>
<td>3.50</td>
<td>4.19</td>
<td>48.15</td>
</tr>
<tr>
<td>8</td>
<td>4.92</td>
<td>4.31</td>
<td>37.29</td>
</tr>
</tbody>
</table>

* size of original data divided by size of compressed data
**harmonics up to the 10th are considered
Tab. VI. Compression Ratio and RMS Error for different settings of the algorithm on data of a resistive reference dipole at constant current (200 A).

<table>
<thead>
<tr>
<th>Original signal</th>
<th>4096 poits/turn, 1 rps</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reduced signal</td>
<td>Compression Ratio*</td>
</tr>
<tr>
<td></td>
<td>ABS COMP</td>
</tr>
<tr>
<td>ATS</td>
<td>16</td>
</tr>
<tr>
<td>NCC</td>
<td>3.4</td>
</tr>
<tr>
<td>proposed alg.</td>
<td>54.4</td>
</tr>
</tbody>
</table>

* size of original data divided by size of compressed data
**harmonics up to the 10th are considered
Tab. VII. Compression Ratio and RMS Error for different settings of the algorithm on data of a resistive reference dipole at variable current (ramp from 15 to 200 A at 10 A/s).

<table>
<thead>
<tr>
<th>Reduced signal</th>
<th>Compression Ratio*</th>
<th>Main Component RMS Error</th>
<th>Harmonics RMS Error (ppm)**</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ABS</td>
<td>COMP</td>
<td>Amp. (*10^6 T)</td>
</tr>
<tr>
<td>ATS</td>
<td>16</td>
<td>16</td>
<td>898.26</td>
</tr>
<tr>
<td>NCC</td>
<td>4.6</td>
<td>4.7</td>
<td>326.42</td>
</tr>
<tr>
<td>proposed alg.</td>
<td>73.6</td>
<td>75.2</td>
<td>936.78</td>
</tr>
</tbody>
</table>

* size of original data divided by size of compressed data
**harmonics up to the 10th are considered